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Abstract—1In this work, we propose the combination of a
state-of-the-art sampling-based local planner with so-called
Velocity Costmaps to achieve human-aware robot navigation.
Instead of introducing humans as “special obstacles” into the
representation of the environment, we restrict the sample space
of a “Dynamic Window Approach” local planner to only allow
trajectories based on a qualitative description of the future
unfolding of the encounter. To achieve this, we use a Bayesian
temporal model based on a Qualitative Trajectory Calculus
to represent the mutual navigation intent of human and robot,
and translate these descriptors into sample space constraints for
trajectory generation. We show how to learn these models from
demonstration and evaluate our approach against standard
Gaussian cost models in simulation and in real-world using
a non-holonomic mobile robot. Our experiments show that our
approach exceeds the performance and safety of the Gaussian
models in pass-by and path crossing situations.

I. INTRODUCTION

With mobile robots advancing into our daily lives not
only in public and work places but also in private homes,
the ability to navigate and manoeuvre safely around humans
becomes ever more important [1]. Mobile robots currently
used are able to navigate safely throughout their environ-
ment, avoiding not only static but also dynamic obstacles
quite reliably. But due to humans, for example, requiring
a greater distance during circumvention to feel safe and
comfortable [2], treating people as dynamic obstacles and
merely avoid them is not sufficient. Human-Robot Spatial
Interaction (HRSI), as the study of joint movement of
robots and humans through space and the social signals
governing these interactions, is therefore concerned with the
investigation of models of ways humans and robots manage
their motions in vicinity to each other. Typical encounters
occurring in the daily life of a mobile robot might, for
example, be so-called pass-by situations where human and
robot aim to pass through a corridor in opposite direction,
trying to circumvent each other given spatial constraints. In
order to resolve these kinds of situations and pass through
the corridor, the human and the robot need to be aware of
their mutual goals and have to have a way of negotiating,
e.g. prompting [3], who goes first or who goes to which side
(Fig. 1 shows and example of such an interaction). Our work
aims to equip a mobile robot with the ability to capture the
trace of movements of not only the human but also itself to
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Fig. 1. Using Velocity Costmaps based on QTC descriptors in an office
environment with our SCITOS G5 mobile robot.

better be able to represent and reason about mutual intent
and to act accordingly.

Over the last 20 years, the robotics community started to
take the dynamic aspects of “human obstacles” into account,
with [4] being one of the earliest examples. Currently a
large body of research is dedicated to answer the more
fundamental questions of HRSI to produce navigation ap-
proaches which plan to explicitly move on more “socially
acceptable and legible paths” [5]. The term “legible” here
refers to the communicative — or interactive — aspects of
movements which previously has widely been ignored in
robotics research. This legibility is especially important
because humans do not only take their own actions into
account when planning their path but also the actions of
other mobile agents in their close vicinity as shown by
Ducourant et al. [6] who investigated human-human spatial
interaction. We therefore build on our previous work [7]
introducing a Qualitative Trajectory Calculus (QTC) [8] for
the representation of HRSI. This calculus allows to encode
the actions of human and robot in the same framework and
hence represents their actions in relation to each other.

State-of-the-art navigation approaches currently mostly
rely on a combination of global and local planning, e.g. [9],
[10]', to achieve robust navigation in the face of static and
dynamic obstacles. For dynamic obstacle avoidance, a cost
model is produced in metric space and then translated to
the velocity space to allow for dynamic sampling of future
trajectories. In contrast to this, our QTC based representation
encodes the interaction of human and robot directly in the
velocity space. Therefore, we introduce so-called Velocity

! As implemented in the popular and widely used Robot Operating System
(ROS) navigation stack: http://wiki.ros.org/navigation
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Costmaps used in conjunction with a Dynamic Window
Approach (DWA) local planner [9] to achieve robust and
informed human-aware navigation. Given this qualitative
framework, we are able to learn QTC based rules from
Demonstration. Hence, we are creating models of specific
types of interactions using human judgement on how a
mobile robot should react to the interaction partner.

The main contributions of this work, therefore, are Ve-
locity Costmaps based on a qualitative state description
to restrict the sample space of a DWA local planner to
generate trajectories that, on the one hand, are safe and also
perceived as safe by the human interaction partner and, on
the other hand, are still able to minimise time and distance
travelled towards the goal. To achieve this trade-off, we use
human judgment on the execution of these interactions by
learning from demonstration. We are evaluating our human-
aware navigation framework in simulation and a real-world
experiment using a non-holonomic robot, showing how to
incorporate knowledge about HRSI into a concise model for
trajectory sampling in velocity space. The presented software
is freely available as open source or precompiled debian
packages?.

II. RELATED WORK

Qualitative spatial representations like QTC are used on a
large scale in many different research areas and fields [11]
but are novel to the field of human-aware navigation [12].
In our case, QTC states are used to describe interactions
between a human and a robot in the spatial domain, i.e.,
2D navigation [7]. With the presented approach, we employ
these representations for path planning in the vicinity of
humans. Path planning for mobile robots in general aims
at finding a safe and short path which, in the majority of
cases, is done by some form of Dijkstra or A* algorithm
as described in [10]. HRSI on the other hand, does not aim
to find the shortest or most energy efficient path like the
aforementioned algorithms but tries to adhere to numerous
social norms and conventions, like the concept of personal
and social space defined as proxemics [13]. Thereby, they
arguably make navigation in human-populated environments
safer and more efficient. There are many ways of solving this
problem like Social Force Models, e.g. [14], or Trajectory
Learning, e.g. [15] but the majority of human-aware path
planners relies on specific cost functions or potential fields,
mainly circular or elliptical Gaussians, e.g. [5], [16], [17].
These approaches all rely on constraints or observed inter-
actions and represent previous encounters via definitions to
create or tune cost functions and potential fields. These cost
functions can then be applied to local path planning using
computationally cheap sampling based approaches like the
popular and widely used DWA [9] local planner on a so-
called local costmap. This local costmap approach however
restricts the behaviour generation to be purely reactive to
humans appearing in the immediate vicinity of the robot and

2See http://www.dondrup.net for a concise overview or http:
//github.com/strands—project for the complete software stack.

Fig.2. The QTC¢ double cross. The respective QTC g and QTC ¢ relations
for k and [ are (—+) and (— + — 0).

therefore deprives it of most of its legibility. Our approach
on the other hand uses the same planning framework but
encodes high-level knowledge of the unfolding of the inter-
action to restrict the sampling space of the planner without
needing the human as a special obstacle.

Learning from Demonstration (LfD) is a popular principle
in robotics, creating policies from example state to action
mappings [18]. In human-aware navigation there are only
very few examples that make use of this approach. In [19] the
authors use trajectories recorded while being guided through
an unknown environment to achieve reliable navigation ex-
ploiting the human’s knowledge about the environment. In
[20] a naive participant is tele-operating the robot to record
the preferred trajectories in path-crossing situations. Both of
these approaches make use of the knowledge and experience
of the human demonstrator where the latter also uses a
QTC based representation but only to classify the recorded
trajectories offline and not for online behaviour generation.

III. THE QUALITATIVE TRAJECTORY CALCULUS

To model HRSI, we use the Qualitative Trajectory Cal-
culus (QTC) which belongs to the broad research area of
qualitative spatial representation and reasoning [11], from
which it inherits some of its properties and tools. The
calculus was originally developed by Van de Weghe in 2004
to represent and reason about moving objects in a qualitative
framework [8] and has since been used in a broad area of
applications, e.g. [7]. There are several versions of QTC of
which the most important variants for our work are explained
in the following.

A. QTC Basic and Double Cross

QTC in general represents the relative movement of two
points k and [ over the interval [t,,, t,11], i.e. k¢, , compared
to l;, and vice-versa. The simplest version, called QTC Basic
(QTCp), represents the 1D relative motion of these two
points (see Fig. 2). It uses a 2-tuple of qualitative relations
(q1 g2), where each element can assume any of the values
{—,0,+} as follows:
q1) movement of k with respect to [

— : k is moving towards [
0 : k is stable with respect to [
+ : k is moving away from [
q2) movement of [ with respect to k: as above, but swapping
k and [

Hence, QTCp models the states of attraction, repel, and

stationary and is defined as {(¢1 ¢2) : ¢; € {—,0,+}}.
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Fig. 3. Example of a pass-by interaction. Blue figure: robot, red figure: human. The partial circles (with radius max(p)) inside the yellow square represent
a Cartesian representation of the Polar space used for the Velocity Costmap (see Fig. 4). Blue: low cost areas {5, 10, 15} to increase avoidance manoeuvre
(see Equ. 1), yellow: maximum costs of 100, free space: O costs, red dots: generated samples 7; € 7. Captions represent the mapping O; — S; of

observed human state to learned robot state.

The other version of the calculus used in our model, called
QTC Double-Cross (QTC¢) for 2D movement, extends the
previous one to include also the side the two points move
to, i.e. left, right, or along the connecting line k I, [ k (see
Fig. 2)>. In addition to the 2-tuple (q; q2) of QTCp, the
relations (g3 g4) are considered, where each element can also
assume any of the values {—,0,+} as follows:

. —
q3) movement of k£ with respect to k [

.>
— : k is moving to the ligt side of k [
0 : k is moving along k [
+ : k is moving to the right side of k l

q4) movement of [ with respect to 17 as above, but
swapping k and [

Hence, QTC is defined as {(q1 ¢2 g3 q4) : ¢j € {—,0,+}}.
B. Combining QTCp and QTCc

As proposed in previous work [7], we combine QTCp
and QTC¢ into the joint model QTCp- based on the Eu-
clidean distance d(k,[) between the two agents. This results
in {(neeea): qa,ee{—0+},q3,q €{—0,+,0}}
where q3,q4 = 0 if d(k,l) > d, where d, is a predefined
distance threshold. The reasoning behind this being that
when k and [ are far apart, we are only interested in knowing
if either k£ or [ are respectively approaching the other or
not for noise reduction and to highlight the “essence” of
the interaction in close proximity. In previous work [7],
we showed that for pass-by scenarios in HRSI a distance
threshold of d; > 1.8m is sufficient to reliably classify
passing on the left or right which means that this threshold
can be freely chosen or learned as long as ds > 1.8m holds.

IV. SYSTEM ARCHITECTURE

The basis for the system is a human tracker and QTC
state generator which we introduced in previous work [21].
The generated QTC states are used to find the next best
action for the robot given the current observation of the
human and learned behaviour model. The desired robot state
is then passed to the Velocity Costmap server which creates
an occupancy map representing the desired state as costs in
velocity space (see Fig. 3 and 5) which is fed to the local
planner.

3The actual variants of QTC described here are QTCg11 and QTCca1
to which we will from here on refer to as QTC g and QTC¢ for simplicity.

A. QTC based HRSI Activity Modelling

The models to find the next best action for the robot
use a conglomerate of different QTC states. We produce
states in QTCpg¢ for human h and robot 7 to also encode
the distance between the two and QTC. states for the
human and the robot’s goal g. This allows us to not only
model the interaction between human and robot but also the
intention of the robot by including its goal. The resulting
QTC states for each observation, therefore, consist of the
QTCpc 4-tuple (gh" ¢h™ ¢h™ qh™) representing the state of
human and robot and the QTC¢ 4-tuple (¢}'9 ¢}? qgg )
representing the relative movement of human and goal. The
symbols ¢7 and ¢3 represent the movement of the human
and ¢35 and g} represent the robot or the goal. Since the goal
does not move during the interaction, we are disregarding
(¢29 ¢}9) in the following. Using the 4 symbols describing
the human movement, we create the current observation
0; = (¢ ¢ ¢ ¢b") and use the remaining two symbols
to descrlbe the state of the robot S; = (¢&" ¢}"). The
mapping of the current observation of the human to the
robot state can, therefore, be expressed as O; — S;. Hence,
the sum of all observations results in the two sets of states

={(@,a5%,q1",d5") : 1%, 457, 41" € {—,0,+}, 4"
{_7O7+7@}} and ¥ = {(qgrqui”) : qgr € {_’07+}’qiw
{—=,0,+,0}} with || = 108, ||X|| = 12 and O, € £,
S; € 2.

To predict the most appropriate robot state S; using
our mapping, we create the conditional probability table
P(S;]0;) by simply counting occurrences of O; — S; with
O; € Qand S; € X. The resulting state space for all possible
combinations is therefore 3 x €2 of which only a fraction is
observed for each interaction.

B. Velocity Costmaps

In this work, we use the DWA local planner [9]* which
we consider state-of-the-art because it is part of the default
Robot Operating System (ROS) navigation stack, which
is widely used and very popular with many reaserch and
industrial projects all around the world. This planner samples
trajectories in velocity space to avoid obstacles which, for a
non-holonomic robot, is equivalent to the Polar coordinate
space (p, ) where p represents the linear and 6 the angular

4http://wiki.ros.org/dwa_local_planner
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Fig. 4. The velocity costmap prototypes. The area enclosed by the partial
circle represents the low cost area &, everything outside is assigned the
highest cost value. The black dot on the right represents a human that can
have any possible QTC state (except for QTCp 0). The row denotes the
distance constraint and the column denotes the side contstraint. These zones
are directly inspired by the original definition of QTC [8].

velocity. Hence, the set of all samples is defined as T =
{(pi,0;) = pi € p,6; € 0} with p and 6 being the
set of all possible angular and linear velocities given the
current sample granularity of the planner. Each trajectory
T; € T is assigned a cost value y(7;) based on the sum
of several independent, weighted critique functions ~(7;) =
vazo wici(p;,0;) where ¢; € C and w; € w denote the
critique function and its associtated weight and N = ||C||.
Using the dynamic window, the sample space T is restricted
to velocities that can be reached in a given time window
based on the acceleration limits of the robot. The trajectory
argmin,, e, y(7;) is then executed until the next sampling
step.

In this work, we propose the addition of QTC based
Velocity Costmaps for human-aware navigation into the set
of critique functions C. Instead of using a cartesian cost
representation, we operate directly in QTC’s velocity space
(see Fig. 4) by assigning costs to samples 7; that do not
fit the predicted state the robot should assume during the
interaction, e.g. only allowing the robot to pass a human
on the right side. Since this critique function is included
into the set of critique functions C, it allows to determine
the human awareness of the local planner by adjusting the
weights w accordingly. By assigning a higher weight to the
obstacle avoidance, for example, we ensure the collision free
navigation of the robot while avoiding humans.

Fig. 3 and 5 show exemplary encounters using the Velocity
Costmaps. Note, these images show a Cartesian representa-
tion of the underlying Polar velocity space. Hence, the circle
with radius equivalent to the maximum translational speed
of the robot max(p) inside this rectangular map is used in
the sampling process. Therefore, the size of the map and red
dots representing the samples T are completely independent
of the underlying metric map as they represent (p, 6).

Using the Velocity costmaps critique function c,., given
the current position of the human (p,,0y) relative to the
robot, we compute the angle A = 65, + J where § depends
on the desired QTC state of the robot. If 7; lies within the
allowed area of £, = {6, e R: A —a < 60; < A+ a} and
59 = {pj € R : omin < pj < Qmax} where a an o, like

TABLE I
THE § AND o« VALUES TO COMPUTE THE VELOCITY COSTMAPS

| QTCs | — o+ |
0 —/4 0 /4 5
B /2 /4 /32 w/a || «
0 +7/2 —7/2 0 /2 )
/32 /32 0 /32 || «
™ —37/4 T 3n/a || 6
+ /2 /4 m/32  T/4 e

d, also depend on the desired QTC state (see Tab. I, we
compute for each trajectory sample 7;(p;,6;)

coe(T5) = @jo;1— Al llal; @ = {ai a; €N} (D)

with a being a strictly increasing set of low costs. If 7; ¢ £
then c,(7;) is set to the maximum costs of 100. Looking
at Fig. 3(a) as an example, given the desired QTC state of
(— +) approaching and moving to the right, we compute
A = 0 + 7 and get an allowed sample space of £, =
[A— %, A+ 7). Assuming that the human is directly infront
of the robot 6, = 0.0, we get A = T and {, = [0, 5] as it
is shown in the top right corner of Fig. 4. We then use a =
{0,5,10,15} as low cost areas (see blue areas in Fig. 3 and
5) to increase the avoidance manoeuvre by assigning lower
costs to samples in the centre of this region. The resulting
costs are then weighted and summed with the remainder of
the critique functions. Given this representation, it is also
possible to restrict the minimum and maximum speed of the
robot in addition to the angular speed but this is currently
only used for the QTCp state (0 0) to allow the robot and
human to travel in the same direction with equal velocity.

V. EXPERIMENT AND EVALUATION

To evaluated the functionality and soundness of our pro-
posed velocity costmaps using QTCpc, we conducted an
experiment in simulation and a proof of concept experiment
using a SCITOS G5 mobile robot.

We constructed a simulated office environment of
~ 5,000m? resembling one of our university buildings,
using its main corridor for our experiment. We created a
topological edge along a 12m long and 2.6m wide straight
stretch and another 15m long edge passing a 4-way crossing
(see Fig. 3 and 5). No obstacles but walls and the physical
model of the simulated human are present in these parts of
the environment. For the real world environment we used a
8m x 8m area of our office that was cleared of all obstacles
but the human interaction partner, and defined a 5.5m long
topological edge passing through the centre of the free area
(see Fig. 1).

Initially, the robot was remote controlled by the experi-
menter while interacting with the real or simulated human.
The recorded QTC states were then transformed into the
joint probability table P(S;|O;) by counting the occurrences
of O; — §;. The behaviours shown to the robot during
these learning sessions were to avoid people to the right

S0 is not shown as it is only used in the (0 0) case where it is set
to o = pp £ A with A = 0.057m/s. Otherwise it ranges from 0 to the
maximum translational velocity of the robot.
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Example of a path crossing showing the transition from QTCpg 5(a) to QTC¢c 5(b), visualising that the transitions also causes the state change

in the robot even though the human’s state is still the same. See Fig 3 for detailed explanation of the symbols.

in pass-by encounters (see Fig. 3) and to stop and wait
in path crossing situations (see Fig. 5). In the subsequent
evaluation, the robot showed 4 different behaviours based on
the chosen avoidance cost model: i) the vanilla DWA planner,
ii) a Gaussian Cost model on the local map (G-Local), iii)
a Gaussian Cost model on the global map (G-Global), and
iv) our proposed Velocity Costmap QTCp¢c approach (Vel-
Maps). The weights of the used critique functions were:
Velocity Costmaps: 30, Oscilation: 1, Goal Align: 10, Path
Align: 10, Goal Distance: 24, Path Distance: 10, Obstacles:
0.01 (only lethal obstacles) and 30 when using G-Local
which proofed to work the best using trial and error. The
QTCpc distance threshold was set to dg = 4.0m°. All the
parameters were the same in simulation and on the real robot.
The main difference between the experiments was the full
observability of the human in simulation compared to the
perception pipeline described in [21] which only tracks the
human in an area of up to 7m and 180 degrees in front of
the robot.

In both experiments the robot was reset to its original
starting position and traversed the edge in the same direction
towards the same goal using one of four planner variants. The
simulated and real human also started from always the same
position and moved towards the goal. The simulated human
received a constant velocity command of p = 0.55m/s,0 =
0.0rad/s which corresponds to the robots maximum linear
velocity. For the pass-by scenario both robot and human
moved on a straight line towards each other, whereas during
the path crossing the human’s position was offset by 90
degrees to create perpendicular trajectories (see Fig. 6).
In both cases, if the robot did not initiate an avoidance
behaviour, robot and human would collide half way through
traversing the edge. The same conditions were recreated in
the real world experiment. Participants walked on a straight
line towards a marker on the other side of the room. The
starting positions for pass-by were slightly offset to the right
to account for a later detection of the human but would still
lead to a collision if the robot would not initiate avoidance.
The participants were instructed to walk with a constant
speed towards their goal, matching the velocity of the robot.
If they collided with the robot — physical collisions are
mitigated by emergency bumpers around the robot — or had
to stop to avoid one, it was reported as a collisions by the

6This was the distance at which the robot would start its avoidance
manoeuvre.

TABLE I
PERCENTAGE OF TRAJECTORIES COLLIDING WITH THE HUMAN

Simulation Robot
Pass-by  Path Crossing | Pass-by  Path Crossing
DWA 100% 100% 53.3% 86.7%
G-Global 0% 100% 22.2% 75.0%
G-Local 100% 0% 33.3% 100%
Vel-Maps 0% 0% 12.5% 13.3%

participant. The interaction was started by the participant via
a button on a remote control.

For each of the four conditions, we recorded 50 trials in
simulation leading to a total of 200 interactions each for
pass-by and path crossing. In the proof of concept experiment
using the real robot, we recorded two participants, generating
64 pass-by and 61 path crossing situations in total for all
4 conditions combined (with a minimum of 15 each). We
evaluated the safety of the trajectory using the number of
collisions, the perceived safety by analysing the minimum
distance kept to the human, and the efficiency of the executed
trajectory in terms of distance travelled, mean speed, and the
duration. In the following we will list the results of these two
experiments.

A. Results

As can be seen from Tab. II, a high percentage of the
generated trajectories lead to the robot colliding with the
human, where collisions is to be taken in the literal sense
or when the human had to stop to prevent it. We therefore,
in simulation, only compare G-Global and the Vel-Maps for
pass-by and G-Local and the Vel-Maps for path crossing.
All the results of both experiments were generated using an
unpaired t-test where (**) in Tab. III indicates that all results
in this row are highly significant with p < 0.0001.

1) Simulation Results: In the pass-by scenario the main
difference in results can be seen in the mean minimum
distance between robot and human, denoted Min Distance
in Tab. III. The absolute difference between the two means
is 14em which also results in a higher travel time, and
distance using the Vel-Maps. The absolute difference for the
latter, however, is negligible. In the path crossing scenario,
the difference in the Min Distance amounts to 1.53m, the
difference in distance travelled is only 3cm which implies
that both cost functions created straight trajectories (see
Fig. 6(b)) like it was shown during the LfD phase.

2) Real-World Results: To summarise the proof of con-
cept experiment on our mobile robot, we list the most
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(b) Path crossing shows an abrupt transition from green to red, visual-
ising where the robot stopped and waited for the human to pass.

Fig. 6. The generated trajectories using Velocity Costmaps in simulation;
black dashed line: human trajectory. The robot travelled from left to right
and its trajectory is colour coded from blue via red to green to visualise
time passed.

compelling results in the following. In the path crossing
scenario, all approaches but our Vel-Maps resulted in a very
high number of collision trajectories. The mean minimum
distance to the human for our proposed approach was
0.76m £ 0.42m in path crossing which is considerably lower
than in simulation with full observability of the human, but
still the highest of all the 4 conditions as can be easily
inferred from the number of collisions. For the pass-by
scenario the Vel-Maps also achieved the lowest number of
collisions. Comparing the two most successful conditions,
based on their number of collisions, we measured a mean
minimum distances of 0.56m for the Vel-Maps and 0.53m
for G-Global with a p value of p = 0.46 and therefore no
statistical significance. For G-Local, which performed much
better on the real robot than in simulation regarding the
collisions, we measured a mean minimum distance of 0.47m
which with a p value of p = 0.062 also comes short of
statistical significance when compared to Vel-Maps. Neither
mean speed, travelled distance, or duration showed any
significant differences between any of the four conditions.

B. Discussion

Our experiments showed that the QTCp¢ based Vel-Maps
approach to human-aware navigation resulted in collision
free trajectories in almost all of the cases and shows the
behaviour that was trained, i.e. avoiding to the right (see
Fig. 6(a)) or stopping to let the human pass (see Fig. 6(b)).
The late detection of the human and thereby reduced ob-
servability was one of the major downfalls of the real-world
experiment. All the conditions suffered equally from this but
the Vel-Maps were still able to cope in most of the cases.
Given perfect observability in the simulated trials, we showed

TABLE IIT
MEAN VALUES FOR SIMULATED SCENARIOS: MIN DISTANCE(MD),
MEAN SPEAD(MS), TRAVEL TIME(TT), DISTANCE TRAVELLED(DT).
RESULTS WITH (**) ACHIEVED p < 0.0001.

Pass-by Crossing
Vel-Maps G-Global | Vel-Maps G-Local
MD (m) 1.06 wE 0.92 2.98 o 1.45
MS (%) 0.52 * 0.53 0.43 ok 0.46
TT (s) 23.09 *k 22.51 34.11 ok 32.03
DT (m) 12.05 *E 11.93 14.78 o 14.81

that only the Vel-Maps were able to prevent collisions in both
scenarios. The G-Global cost model achieved comparable
results in the pass-by scenario, relying on the global path
planner, i.e. Dijkstra, to avoid the human, using the local
DWA planner only to follow that path and to not collide
with walls. The poor performance of the two local obstacle
avoidance strategies, i.e. vanilla DWA and G-Local, stems
form the DWA planner getting stuck in a local cost maxima
and stopping the robot to prevent a collision. Given that
our human assumed a constant velocity, this did not prevent
collisions in simulation but would have using a real robot,
at least in most of the cases as can be seen from the robot
trials in Tab. II. Getting stuck in a local cost maxima and
stopping is also the reason why the G-Local cost models
performed well in the path crossing scenario as they would
have the robot stop to let the human pass. The G-Global cost
model, however, resulted in the global planner to try and pass
in front of the human, leading to collisions because of the
relentless motion model used in simulation.

Looking at the mean minimum distance between human
and robot in simulation, we see that there is not much
difference between the Vel-Maps and G-Global in the pass-
by scenario which can be attributed to the size of the corridor
itself. The human-robot distance was measured from the
centre point of each agent and the human walked in the
middle of the 2.6m wide corridor which theoretically leaves
1.3m on either side. In reality this is not achievable without
colliding with the wall. The fact that the Vel-Maps approach
kept a greater distance is due to the relatively high weight
for the human-awareness. In the path crossing scenario,
however, we can see that the Vel-Maps approach deliberately
restricted the sample space of the DWA to only allow 0O
velocities (see Fig. 5(b)) at a much greater distance than
all the reactive planners which is an indication for the power
and descriptiveness of the QTCpc model. Our robot trials
showed that the simulation results are a good indicator for
the behaviour shown in real life as all algorithms showed
performance comparable to simulation, suffering from the
limitations of the human tracker. The lower collision rates
could be attributed to the human walking slower than the
simulated one and being influenced by his/her sense of self-
preservation.

Last but not least, one could argue that the DWA planner
using Gaussian cost models is outdated, however, we believe
that since it is part of the default ROS navigation stack which
is widely used and freely available for a wide range of robot
platforms, this can still be considered state-of-the-art.



VI. CONCLUSION AND FUTURE WORK

We have presented an approach to use Learning from
Demonstration given a qualitative description language,
i.e. QTCpc, combined with Velocity Costmaps to achieve
human-aware navigation by restricting the sample space of
a Dynamic Window Approach local planner for obstacle
avoidance. Our experiments show, that by encoding high-
level knowledge of the unfolding of a possible interaction,
we allow our reactive system to cope with a wider variety
of possible situations and to make a more informed choice
based on the intent of the human. We have also seen that this
comes at no extra cost, comparing speed, and travel distance
with a standard Gaussian cost approach. This shows that the
presented Velocity Costmaps are able to handle the trade-off
between safety of the human interaction partner and finding
a fast and energy efficient path.

However, the current implementation of the QTC ¢ mod-
els is bound to specific edges in a topological map and does
not classify the type of interaction required. Current work
aims at replacing this fixed association with a particle filter
based classification and prediction of the human’s intent.
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