
Robotics and Autonomous Systems 91 (2017) 0–11
Contents lists available at ScienceDirect

Robotics and Autonomous Systems

journal homepage: www.elsevier.com/locate/robot

Efficient retrieval of arbitrary objects from long-term robot
observations
Nils Bore ∗, Rares Ambrus, Patric Jensfelt, John Folkesson
Royal Institute of Technology (KTH) Stockholm, Robotics, Perception and Learning Lab, SE-100 44, Sweden

a r t i c l e i n f o

Article history:
Available online 12 January 2017

Keywords:
Mapping
Mobile robotics
Point cloud
Segmentation
Retrieval

a b s t r a c t

We present a novel method for efficient querying and retrieval of arbitrarily shaped objects from large
amounts of unstructured 3D point cloud data. Our approach first performs a convex segmentation of
the data after which local features are extracted and stored in a feature dictionary. We show that the
representation allows efficient and reliable querying of the data. To handle arbitrarily shaped objects,
we propose a scheme which allows incremental matching of segments based on similarity to the query
object. Further, we adjust the feature metric based on the quality of the query results to improve results
in a second round of querying. We perform extensive qualitative and quantitative experiments on two
datasets for both segmentation and retrieval, validating the results using ground truth data. Comparison
with other state of the art methods further enforces the validity of the proposed method. Finally, we also
investigate how the density and distribution of the local features within the point clouds influence the
quality of the results.

© 2017 The Author(s). Published by Elsevier B.V.
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1. Introduction

Mobile robots are becoming increasingly capable. They are now
being commercialized and deployed primarily in indoor environ-
ments for continuous operation. Examples include robots serving
as vacuum cleaners, logistics systems, or museum tour guides. The
next frontier will be robots working to help and assist people in
more challenging scenarios. To adapt tomore complex tasks, these
robots will also require more complex perception capabilities. By
now, ubiquitous 3D sensors are used on most indoor robots and
the data is fused into large maps. However, the sheer size of some
environments and the long run timesmean thatwewill not be able
to store the raw 3D data on board the robot. In addition, we want
to enable easy inspection of this data, collected over months of au-
tonomous operation. To achieve this, we propose to store a com-
pact representation of the data on the robot, and allow for fetch-
ing of specific parts of the raw data or maps from a database on
a network server. Overall, the large amount of data characterizes
our work. We propose to develop a fast object retrieval system
which returns a list of likely matches. More precise data for these
matches can then be fetched from the server and validated using
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more costly techniques. In Fig. 1, we present an overview of the
proposed system.

Themotivation for such a system comes fromourwork onmap-
ping and unsupervised object detection. Our robots continuously
patrol for periods of several weeks or months. While patrolling,
the robots inspect the environment at specified locations at regular
intervals. From the observations, we construct 3D maps and look
for anything that moved as compared to previous observations [1].
This information can then be used for unsupervised object detec-
tion. Given thatwe have detected objects, our aim in this work is to
find other instances of the same objects in other parts of the map
that did not change, or from earlier observations. This would then
allow us to quickly build precise object models that could be used
for example for manipulation or for querying again.

Of course, approaches other than change detection might be
used to reason about if a part of a map is of interest. For exam-
ple, one might use the observation that many objects lie directly
on a flat surface [2,3]. Another example is the objectness measure
of Karpathy et al. [4]. A problem with many of these techniques,
including change detection, is that they rely on assumptions that
are not always fulfilled. But if an instance is detected as interest-
ing using any technique, we can feed it into the proposed retrieval
system and find more examples in places where the assumptions
might not be fulfilled. Notably, our approach is not constrained to
any particular size or shape. It should be equally suited for search-
ing small objects as for larger furniture. By decoupling the initial
detection step, the system also allows, for example, a user to enter
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Fig. 1. This paper proposes a pipeline for storage and retrieval of large collections of 3D map data. Above is an overview of the system components with section numbers
listed next to the block labels. The data is collected by robots over long periods of time, as shown in block ‘‘Data Acquisition’’. This data is stored along with a compact
generic description, labeled as the ‘‘Storage’’. When a point cloud (such as the chair marked with ‘‘?’’) is presented as a query it is fed into the query pipeline, labeled ‘‘Object
Retrieval’’.
knowledge of instances that should be extracted and maintained
using their own models.

Most of the previous work on recognition and retrieval in 3D
maps relies on some sort of segmentation to produce parts or ob-
jects that can be analyzed separately [2,3,5]. Because our represen-
tation should encompass objects of different size and potentially
very complex shape, we cannot rely on any one segmentation to
perfectly segment the scene into interesting objects. In general,
what constitutes an object largely depends on the application area,
be it grasping or navigation. In our case, we look to combine seg-
mentation with retrieval. This allows us to adapt the segmentation
to the given query object. Our approach depends on segmenting
the scene into parts that should be no larger than any single ob-
ject, in effect an oversegmentation. In [6], Schoeler et al. showed
that an unsupervised segmentation approach based on convexity
can achieve state of the art performance of segmenting objects into
semantically meaningful parts. Our approach is inspired by this re-
sult and employs a similar segmentation. The goal is then tomatch
the query object that we are looking for to one or several of these
segments. In this regard, our proposedmodel has advantageswhen
compared to a fixed segmentation. The added flexibility comes at
the price of not being able to pre-compute global features for every
segment. This is solved by using local 3D features assembled into
histogram-like representations that can be combined to create fea-
tures for larger segments.

In the environments where our robot operates, the surfaces of
the building such as walls and floor dominate the measurements.
To enable retrieval of smaller things while being agnostic to what
we can represent, we need to adapt the fidelity of our represen-
tation in different areas. A wall does not need to be represented
with the same accuracy as a mug since we can still see that it is a
wall, even at a coarser resolution. For the mug, this is not true. In
our approach this corresponds to how densely we distribute our
local feature descriptors. In this work, we present an analysis of
how to distribute the features in a way that is suited for the task
at hand. One might see this as a continuation of an earlier devel-
opment in robotic mapping, where the fidelity of metric maps has
been adapted to different areas, depending on the task [7,8].
Our matching scheme is inspired by previous work on retrieval
in large databases of images [9]. These results show that instance
retrieval in databases of millions of images is possible, and that
the loss in performance as the data base grows is manageable. In
continuous data collection in indoor environments, most of the en-
vironment remains static. Therefore, the new observations should
add little new information to confuse a query for already observed
objects.

For an overview of our system, see Fig. 1. Our robot patrols an
environment and collects large amounts of 3D sweeps. The sweeps
are registered and fused into 3D surfel maps, see Section 3.1. The
maps are segmented using convex cues, see Section 3.2. Local
features are extracted with different densities depending on the
segment size, see Section 3.5. The feature sets are then assembled
into a hierarchical bag-of-words representation for fast retrieval,
Section 3.1. By comparing these visualwords, the system can group
neighboring segments in the maps if they better match the query
object, see Section 3.6. This allows us to retrieve arbitrary shapes.
The retrieved surface segments can be validated to see if they are
identical to the query object. Finally, this information is fed back to
improve the overall retrieval results, see Section 3.7.

We are presenting the following contributions beyond our
previous work [10]:

1. An extension of our approach from RGB-D frames to work on
full 3D surfel maps.

2. A separate evaluation of the incremental segmentation compo-
nent of the system.

3. A detailed analysis of how to adapt keypoint density across the
maps to improve compactness.

2. Related work

Given a query point cloud, our aim in this paper is to identify
more examples of identical instanceswithin a large collection of 3D
maps in the form of unsegmented point clouds. Given the nature of
our data, which is collected in real world environments with noise
from movement and sensors, this is a challenging task. Another
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requirement is that the retrieval should be fast, performing a query
should take at most a few seconds, even as we add more data.

Similar topics have seen a lot of work in the field of 2D image
retrieval. While the early systems focused mostly on storing and
retrieving images annotatedwith some semantic information [11],
work in the field is now mainly concerned with finding more
examples given just a single query image. In addition to digital
images, the methods can also be applied to videos, as shown for
example by Sivic et al. [12]. Like many of the later methods, they
makeuse of local image features, in this case SIFT [13]. They employ
clustering of features, similar to a bag-of-words representation,
and weight the importance of words depending on how common
they are. In [9], Nistér & Stewénius build on this, by now, relatively
standard approach to image retrieval. The authors propose to
hierarchically construct a dictionary of visual words, enabling
features to be weighted and compared at several different levels
of resolution. Similar to [12], they employ K -means clustering,
but iteratively to construct a tree. The method demonstrates good
performance on a dataset of millions of images. Notably, the
method scales well as more images are added, something that is
important in the scenario of continuous robot operation. This is
also the method used to represent the local features in our work.
Thewell known pyramidmatch kernel (PMK) by [14] Grauman et al.
is a similar concept that is instead based on histograms at different
resolutions. One of the advantages of this method is that it handles
partial overlap better, somethingwhichwealso address in [10]. It is
also worth noting the work of Philbin et al. [15]. They demonstrate
improvements over [9] by using a comparatively complex
approximate K -means clustering. In later years, aggregating local
descriptors into a so called V-LAD feature has been a popular
technique [16,17]. The main advantage of V-LAD is that these
descriptors can be concisely represented by applying optimized
dimension reduction, using only a few bytes of memory. Image
retrieval techniques have also been applied within robotics. An
example of this is [18],where the authors use it in conjunctionwith
other methods to improve Monte Carlo localization.

In regard to our work on result validation, it is worth mention-
ing someworks on feedback based image retrieval. An early exam-
ple of this is the MindReader system [19]. It allows a user to query
for an example and then rate the relevance of the retrieved im-
ages. A distance metric is then optimized to force the relevant re-
sults closer to the query in feature space. Other approaches instead
rely on weighting different local features when performing a sec-
ond round of retrieval [20,21], so called feature relevance weighting.
Our approach is more similar to these schemes. Within robotics,
Shin et al. use a cheaper initial matching technique, together with
precise verification [22].

There are numerous relevant works on 3D recognition, more
than can be summarized here. However, wewill attempt to discuss
themethods that aremost similar to ours. In recent years, the need
has arisen to also search large collections of 3D models, similar to
earlier developments for images. Examples include retrieval of hu-
man generated CADmodels, often using global shape features [23].
As shown in [10], global shape features can be effectively applied
to problems similar to ours. Work on such methods, as pertains
to point clouds has mostly dealt with categorization or recogni-
tion of objects using several training examples. Many of these fea-
tures are based on histograms of point and normal direction dis-
tributions. The Viewpoint Feature Histogram (VFH) [24] is one such
method often used as a baseline. In [25], Wohlkinger and Vincze
showed that the D2 shape distribution [26] can be used for match-
ing point clouds to a data base of object models. Asari et al. [27]
demonstrate that this technique can also be used on 3D sensor
data. Notably, [25] applies a hashing algorithm to the features to
enable faster matching. In [28], Aldoma et al. demonstrate one of
the main differences between our retrieval application and many
recognition systems. Because their scenes contain objects from a
pre-trained set, the measurements must be explained by one of
these objects, something that the authors employ to reason about
e.g. occlusions. In relation to the vocabulary tree that we are using,
Redondo et al. [29] propose a spatial version of the pyramid match
kernel for use in 3D point clouds. However, this version of the PMK
is constructed in such a way that it is viewpoint dependent.

Another area of interest is unsupervised object detection inside
3Dmaps. Particularly,we are interested in the kind of features used
here. In [30], Herbst et al. present a system for unsupervised object
discovery by change detection in 3D maps. Like our system, they
use surfels as the underlying representation. For comparing seg-
ments, their systemuses Kernel descriptors computed on backpro-
jected RGB and depth patches, together with shape matching us-
ing ICP. Their system also performs spectral clustering of detected
objects to discover object classes. Another approach for unsuper-
vised discovery is the supporting planes assumption, making use of
the placement of many objects on tables or floors. In [2], Mason
et al. use this for unsupervised discovery. To compare two objects,
the authors propose to compute multiple color histograms at var-
ious intersections of the objects, and use the minimum histogram
value as the distance. They employ this in combination with the
size of the object and VFH features [24]. The authors also perform
a simple connected components analysis in their descriptor space
to cluster instances into classes. An important difference to our sys-
tem here is the speed requirement. In particular, computing inter-
sections between a query point cloud and all possible matches as
employed by [2] would be too slow for our retrieval system, partly
because the time complexity grows linearly with the size of the
data. The same holds for the ICP matching of [30].

Finman et al. [5] is the work most similar to ours. The aim of
their work is to identify instances in large 3D maps. To this end,
their main contribution is to learn a segmentation adapted to the
current instance to be recognized. In addition, their system finds
objects using change detection, something that is outside the scope
of this work butwhichwe addressed in [1]. Given a detected object
within a map, they propose to vary segmentation parameters and
segmentation type to optimally segment the object within its
scene. The same segmentation type and parameters can then be
applied to other maps and the segments compared to the given
instance. The system employs global features based on statistics of
points and curvatures along the principal axes and average colors.
Both the segmentation parameters and features can be combined
over several examples to iteratively refine the models. Schoeler
et al. [6] proposed an unsupervised segmentation method based
on convexity constraints. From an initial oversegmentation into
supervoxels [31], they partition an adjacency graph using greedy
cuts. The method demonstrates good segmentation results on
several benchmarks, also compared to supervised methods. Our
segmentation scheme is inspired by this approach.

Our work differs from similar methods working on 3D maps
[30,2,5] in that we aim for retrieval of instances within the maps,
using scalable methods that take only a few seconds. Similar to
Finman et al. [5], we also seek to adapt our segmentation, but
the time constraint means that we cannot re-segment the maps
for every retrieval. Instead we employ a scheme for adaptively
aggregating segments based on a query object.

3. Method

Our aim is to retrieve specific object instances from multiple
months of data in the form of potentially noisy RGB-D frames, with
varying lighting conditions. To enable retrieval, we need to first
separate the data by applying a segmentation. We will present a
method for matching the query point cloud to multiple neighbor-
ing segments using local features. This reduces our reliance on any
single segmentation scheme. We proceed to describe our protocol
for data collection, and how the individual images are combined
into a more manageable representation.
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Fig. 2. Example of the convex segmentation of a part of a local map.
3.1. Local maps

Ourwheeled robots are continuously patrolling indoor environ-
ments. Waypoints are defined at specified locations in these build-
ings, typically in different rooms. At regular intervals, the robot
stops at a waypoint and performs a sweep with a Kinect-like sen-
sor mounted on top of a Pan-Tilt Unit (PTU). Using the position of
the PTU together with ICP and bundle adjustment, the individual
RGB-D frames can be precisely registered to each other (see [32]),
creating what we will refer to as local maps. Typically, a local map
covers the area of a room, ranging between 20 and 30m2. Tomerge
the data and build a surfel map we use the data fusion component
of the ElasticFusion framework by Whelan et al. [33]. This gives us
state-of-the-art data fusion with the future possibility of precisely
localizing in and updating the constructed maps. In this paper, we
use the surfel map representation to get colored points and nor-
mals and also to render the surfaces of maps and retrieved point
clouds. In this regard, we expand on our previous work in [10],
where the system works directly on RGB-D frames.

3.2. Convex segmentation

For an initial rough segmentation of the maps we rely on lo-
cal convexity. The segmentation employed is similar to that of
Schoeler et al. [6]. Like them, we perform an oversegmentation of
the point map into supervoxels [31] and cluster the segments by
local convexity using iterative graph cuts. Instead of RANSAC, we
use the Stoer–Wagner min-cut algorithm [34]. Similar to [6,4,5],
we consider the edge between two neighboring supervoxels a, b
with point-normal pairs (pa, na), (pa, na) to be convex if (pa −pb) ·

(na−nb) > 0. Our algorithmdefines the edgeweightω(a, b) as the
average of 1

∥pa−pb∥
(pa − pb) · (na − nb) for the respectively closest

point-normal pairs at the boundary of the two supervoxels. In this
waywe deviate from [6,4], which use the centers andmean normal
vectors of the supervoxels for the convexity calculation.

Our method performs iterative cuts until the cut cost reaches
a certain limit. In addition, we perform an additional cut iteration
taking color into account to ensure that the obtained segments are
visually homogeneous. To compare the colors of two supervoxels
inside a larger segment, we model their hue and saturation values
in HSV space as normal distributions. The value component is dis-
carded tomake themeasuremore lighting independent.We define
the color similarity between the supervoxelswith normal distribu-
tions Na = N(µa, Σa),Nb = N(µb, Σb) within the current larger
segment NS = N(µ, Σ) in terms of a normalized Kullback–Leibler
divergence:

KLDa,b =
KLD(Na,Nb)

min(KLD(NS,Na), KLD(NS,Nb))
.

Fig. 3. A simplified query vector q and a data base vocabulary vector pj . Each node
in the vocabulary tree has an index i. The vector entry at index i is the number of
times a feature of the instance has a path through node i times the weight wi . The
similarity is determined by some distance metric operating on pj and q.

The normalization component limits the splitting within consis-
tently heterogeneous segments, e.g. textured surfaces. KLDa,b is
subtracted from every edge weight ω(a, b) times a small tunable
constantαc . The value ofαc needs to be large enough so that objects
are not undersegmented; in all experiments we use αc = 5 · 10−3.
It is also worth noting that we assign a fixed weight ωflat = 0.3
to all edges that are approximately flat, ensuring a slightly higher
cost for cutting across flat surfaces. We refer to this method as a
convex segmentation although it does take some color into account
and the final segments are not guaranteed to be strictly convex.
Fig. 2 shows an example output.

3.3. Hierarchical dictionary

Given the segments computed using the convex segmentation
method, we extract sets of local features for each segment (see
Section 3.5). We first describe the data structure and method used
to store and compare the features, as these influence the choice,
density and distribution of the local features on the segments.

Our scheme for matching segments is based on comparing sets
of local features. This is similar to several systems for image re-
trieval, many of which use different representations to enable scal-
able set matching. We are using a method from [9] for hierarchi-
cally matching sets of features. The main idea is that typical bag-
of-words representations discretize at too coarse a resolution. The
vocabulary tree (VT) instead matches discretized features at dif-
ferent levels of resolution, with different weights at every level.
Even if two features do not match at the finest level of resolution
(the leaves of the tree), they might match at a coarser level. Closer
matches are reflected in the distance metric through the weights
wi of the nodes being higher towards the leaves, see Fig. 3.

The VT representation is based on cluster centers in the feature
vector space. At each level, a feature is represented by its closest
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cluster center. In the hierarchical structure of the VT, a feature is
first assigned a cluster at the coarsest level and then iteratively
assigned a new cluster center at the finer level until we reach a
leaf. Similarly, hierarchical K -means is employed to first learn the
actual clusters given some training data. Once we have trained the
representation, new points can be quickly added by hierarchical
discretization. This is important, since the initial training can be
time consuming. Additionally, in [9] the authors showed that the
retrieval system can continue to function well, even when scaling
to millions of images. In the proposed system, we employ K = 8
different clusters at every level as recommended in [9]. In all the
experiments, the height of the VT is 6.

From the convex segments we extract PFHRGB features, a color
augmentation of the PFH feature [35]. They showed good perfor-
mance in an evaluation of local features [36], also as compared
to SHOT [37], as we confirmed in [10]. For each set of features
Sj = {f1, . . . , fΘj}, representing a convex segment,we have the cor-
responding vocabulary tree vector pj encoding the paths through
the tree (see Fig. 3). The vectors are essentially weighted his-
tograms and they can be compared using some metric (typically
L1) to decide how well the segments match. Initial weights are as-
signed using a inverse document frequency [9].

3.4. Vocabulary metric

In [10], we found that using a differentmetric for comparison of
vocabulary vectors improved results. More importantly, it allows
for some partial matching of segments, enabling our incremental
matching scheme, see Section 3.6. The distance d(pj, q) between
vocabulary vectors pj and q is then defined by

ρ(pj, q) =
1

∥q∥1


i

max(qi − pji, 0), pji, qi ≥ 0,

d(pj, q) = max(ρ(pj, q), ρ(q, pj)) = 1 −


i
min(pji, qi)

max(∥pj∥1, ∥q∥1)
,

with ∥ · ∥1 denoting the L1 norm. More intuitively, if two segments
are overlapping, it can be interpreted as the amount of features that
is in the larger segment, but not in the smaller [10].

3.5. Keypoint extraction and descriptors

For keypoint extraction, we use Intrinsic Shape Signatures
(ISS) [38], following the recommendation of [39,40]. Keypoints are
identified by finding points in regions with large variation in all
three dimensions. The variation is characterized by the smallest
eigenvalue of the point distribution in the neighborhood. The
method then chooses keypoints by requiring this value to be larger
than a saliency threshold. We will investigate how the density of
keypoints affects the performance of the vocabulary matching,
both in terms of speed and precision. Distributing keypoints more
densely will benefit retrieval up to a point. We hypothesize that
this point will vary depending on the size of the objects that we
want to find. For small objects, it might be beneficial to extract
more keypoints than for large objects. Further, we will investigate
if extractingmore features for the larger objectswillmake retrieval
of smaller ones harder. The keypoint density of ISS is varied by
changing its saliency threshold.

To analyze the performance when varying keypoint density,
we cluster the objects into 6 different size classes V , each with
N = (Nv)v∈V objects. We will analyze retrieval performance for
different choices of fd, a vector mapping each size to its approxi-
mate number of keypoints.

As we will see in Section 5.3, extracting fewer keypoints for the
largest object size improves compactness, while having a negligi-
ble effect on the method’s performance. This analysis leads us to
the valueswe use in the retrieval experiments (see Section 5.2):we
extract about 20 keypoints/dm3 for the smaller sizes, and∼8/dm3

for the largest. If we approximate the sizes of the objects with sizes
of segments in an oversegmentation, the keypoint density will be
higher than necessary in certain places. But importantly, it will
remain low on the surfaces that dominate indoor environments,
i.e. walls and floors, since they can be easily segmented. An al-
ternative would be to base the estimates on characteristics other
than size. One example would be the objectness measure of Karpa-
thy et al. [4]. In addition to size they also look at e.g. compactness
and colors to decide if a surface looks like an object.

3.6. Incremental matching and segmentation

The convex segmentation (Section 3.2) is only the first part of
our pipeline. We would now like to group neighboring segments
in a map if they together are more similar to the query object than
individually. The approach, like the VT matching, also has to be ef-
ficient. Fortunately, the underlying representation is essentially a
weighted histogram. Therefore, the vocabulary vector of a com-
pound segment is simply the addition of those of its constituting
segments, enabling fast evaluation of different combinations. From
an initial query on the convex segments, we take the topM results
and incrementally grow our segments from them, see Fig. 4(a) for
more detail. In [10] we observed that M ≈ 200 initial segments is
sufficient. In all of the experiments presented we letM = 200. The
approach then incrementally adds new convex segments to the ini-
tial ones as long as the distance between the vocabulary vector of
the larger segment and the query vector q is less than for the old
smaller segment. This approach is detailed in Fig. 4(b).

3.7. Learning a better weighting scheme

In [10], we introduced the concept of validating the first N
results of the matching using a more expensive method. The idea
is then to feed this information back to a second round of retrieval
by updating the VT weights, wi. To register the retrieved segments
with the query object, we use SIFT features from the backprojected
3D segments to find correspondences and estimate the transform
using RANSAC (see [10]). We have found that this approach works
robustly even when the transformation is large.

In the current system, we measure how well two registered
clouds match by their overlap ratio. In computer vision, the ratio
measures the area of intersection between two regions divided by
the area of their union. In point clouds, we can instead look at the
volume that the point clouds are occupying by using a voxel grid.
In other words the overlap ratio of the point clouds S1, S2 is

Roverlap =
|vol(S1) ∩ vol(S2)|
|vol(S1) ∪ vol(S2)|

,

where vol(S) returns all the voxels of a specified size that S is
occupying. In the experiments we use voxels with a side of 1 dm.

If we denote Rj to be the overlap ratio of a query result j with
the query cloud, we compute its score among the N query results
as

R∗

j =
N

N
i=1

Ri

Rj.

The normalization ensures that the average score is 1. We define
the new weight for nodes i in the vocabulary tree with an
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(a) Incremental matching. (b) Growing of convex segments.

Fig. 4. The incremental matching and growing algorithms respectively. From the M convex vocabulary vectors pj that are closest to q, we iteratively grow the segments
using neighboring segments N(j). The growing continues until the distance to the compound vocabulary vector u does not decrease any more. Finally, we need to make sure
that no grown segments are overlapping, using Sall .
Fig. 5. Some of the object instances present in the KTH dataset. Notice how for example the chair on the far right has missing depth values, leading to a partial observation.
The object categories are (left to right) chair, backpack, trash bin, boiler, sweater, pillow and chair. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
intersection of a path of the query vector q and one or more result
vectors pj (see Fig. 3 or [10]) as

w∗

i =


1
|Ii|


j∈Ii

R∗

j


wi,

with Ii =


j ∈ 1 . . .N | pji ≠ 0, qi ≠ 0


. (1)

With this update, nodes associated with well scoring results will
contribute more to the distance metric after the re-weighting.
This should ensure that more relevant matches make it to the top
results. Since the same feature set with initial vocabulary vector
qi will be used for the second query, we only need to update the
weights for nodes iwith qi ≠ 0. Only these nodes contribute to the
vocabulary vector distance both in the first and second query.

4. Experiments

The aim of this work is to deploy our system on a mobile robot,
and allow for fast retrieval of instance observations frommonths of
observations. To this end, we present quantitative and qualitative
results on data collected autonomously over a period of several
weeks.
4.1. KTH lab experiment

In this dataset, assembled by a robot in our offices at KTH,
the robot first autonomously collected data in one room over a
period of two weeks. We have then taken some of the objects that
the robot observed and moved them around to different rooms
and positions manually in order to get more variation. Overall,
six different rooms have been recorded from different positions at
different times of the day,meaning varying lighting conditions. The
data has been recorded over a total of 24 days, generating 149 local
maps. Through our convex segmentation method (3.2) we obtain
approximately 12000 segments, fromwhichwe further extract 3.4
million features which are stored in the vocabulary tree.

The localmaps have beenmanually annotatedwith exactmasks
of a few different kinds of chairs, backpacks, pillows, trash cans etc.
The annotations were done directly on the RGB and depth images,
using GrabCut [41] in conjunctionwithmanual drawing. Examples
of some instances are presented in Fig. 5. Importantly, there are
other instances in the same object categories that might confuse
the search, for example similar sized trash bins, but with different
color.

4.2. UK office longterm experiment

This dataset was collected autonomously by a mobile robot
over a period of four weeks, in an office environment in the
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United Kingdom. In total there are 103 local maps collected in
ten different places. This amounts to approximately 6000 convex
segments obtained through the segmentationmethod described in
Section 3.2, fromwhich we extract 2.2 million local features which
are stored in the vocabulary tree. However, aswe lack ground truth
annotations of objects in this dataset, we only show qualitative
results for queries of various objects in the results section.

4.3. Keypoint extraction

As outlined in Section 3.5, we investigate the retrieval qual-
ity for objects occupying different volume intervals V = {vi} s.t.
0 < v0 ≤ 4.5 < v1 ≤ 10.6 < v2 ≤ 15.0 < v3 ≤ 22.9 <
v4 ≤ 40.5 < v5 dm3. The values were chosen by histogram equal-
ization to ensure that there is an approximately equal number of
segments N = (Nv)v∈V in each interval. We would like to evaluate
different numbers of keypoints fd(v) for each size interval v ∈ V .
To make this practical we discretize so that fd maps v to one of 5
density classes for each v: fd : V → D with |D| = 5. We want to
find a function fd with vector fd = (fd(v))v∈V that minimizes the
error given by p(err|fd,N), the probability that a returned result
does not match the query. The probability can be decomposed into
error probabilities for the different queried segment size classes v:

p(err|fd,N) =


v∈V

p(err|fd, v,N)p(v). (2)

It is important to note that the error for size v, p(err|fd, v,N),
depends not only on fd (v) but also on the assignments fd (w) , w ∈

V , w ≠ v, as they determine the approximate total number of fea-
tures in the vocabulary fd · N =


v∈V fd(v)Nv , which also influ-

ences the error. However, benchmarking with all permutations of
densities is still not feasible, as the number of combinations to eval-
uate is |D|

|V |
= 15 625 (i.e. for each v ∈ V we have to evaluate

p(err|fd, v,N) for all the density combinations defined by fd). In-
stead, we assume that p(err|fd, v,N) can be closely approximated
by evaluatingwith another f̃v that returns the same number of key-
points f̃v(v) = fd(v) for the queried size v ∈ V . Instead of evaluat-
ing all density combinations for the remaining objects in the other
size classes w ∈ V , w ≠ v, we impose an approximate total vo-
cabulary size f̃v · N ≈ fd · N. Eq. (2) is thus approximated by

v∈V
p(err|f̃v, v,N)p(v), with f̃v = argmin

f̃v

fd · N − f̃v · N
. (3)

This approximation is used in our analysis of different keypoint
densities in Section 5.3 and allows us to reuse approximations of
p(err|fd, v,N) for different fd whenever v and f̃v are the same in Eq.
(3). This leads to a total number of |D|·|D|·|V | = 150 combinations
to be evaluated.

4.4. Comparisons

We are comparing our method to other techniques previously
used for retrieval, both in a 3D setting and in images. A popular
method used in image retrieval in recent years is V-LAD [16]. It
enables a compact representation of sets of local features through
optimized dimension reduction. This method is evaluated by
matching to the convex segments and we feed the same local
descriptors (PFHRGB [35]) into the V-LAD representation aswe use
for the vocabulary tree.

We also compare with the approach of Finman et al. [5]. In their
method, they employ an adaptive segmentation scheme. For ev-
ery object that is to be searched, the method learns segmentation
parameters to optimally segment it in its map. This segmentation
is then applied to the different maps where we are searching. De-
pending on the object, the scheme picks a segmentation based ei-
ther on shape and convexity or on color. We explore the same pa-
rameter ranges as [5] for these two segmentation types. To speed
up the approach, we are caching the initial graphs that are con-
structed, since they can be reused for different segmentation pa-
rameters. Further, the segmentation learning takes place only in a
smaller part of the map containing the object. The recognition re-
lies on a combination of global shape and color features for every
segment. In [5] a combination of the different features results in
a probabilistic score that can be used to recognize an object with
some threshold. In our retrieval setting, we are instead counting
the correct segments among the top matches. Instead of apply-
ing a threshold, we therefore return the segments with the highest
scores across our data. Since their method takes an order of mag-
nitudemore time than the others, we query for only a subset of the
annotations, about 400 instances. For each annotation, we search
for matches within the entire dataset.

4.5. Segmentation metric

Since both our method and that of [5] rely on a segmentation
method, we also evaluate the quality of the segmentations. We
do this for every annotation in the initial round of observations
in one room, which should enable good opportunity for learning.
For every annotated instance within one visit, i.e. one local map,
we randomly pick another instance of the same object as a
training example. [5] optimizes the segmentation parameters for
the provided example within its map. We then apply the resulting
segmentation on the original map and find the segment with the
highest overlap ratiowith the annotated instance.

The proposed convex segmentation is also evaluated using this
measure, but without any training examples. For evaluating the
proposed incremental segmentation, we first query the vocabulary
tree and use the top scoring convex segmentwith any overlapwith
the annotated instance and grow from there. The score is simply
taken to be the overlap ratio between the grown segment and the
annotation. It gives us ameasure of the quality of the segmentation
for the different methods.

4.6. Retrieval metric

We want a system that can retrieve previous observations of
a particular object. The basic assumption is that we have enough
data so that all instances that we query for have been seen at least
a few times. Ideally, our retrieval system should be able to always
return at least a few instances among the top results. However, due
to the nature of the data, some observations will be hard to defi-
nitely identify with the query object since they might be partial or
noisy. Instead,wewould like to efficiently query for a fixed amount
of instances and let amore costly and precise approach handle val-
idation and possible registration of the results. This leads us to our
evaluation metric. We define the retrieval score to be the ratio of
segments with identical instance to that of the query among the
top ten results. As stated, given that we have at least ten exam-
ples of every instance in the data, a perfect method would be able
to retrieve ten identical instances, giving a score of 1. However, as
our measurements are characterized by the nature of real world
autonomous data collection, this is challenging. Results from the
local map containing the query object are left out in order to not
let matching that same observation influence the score.
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(a) Initial chair used for
training segmentations.

(b) [5] segm. of ground
truth chair in other map.

(c) Convex segmentation
of chair in other map.

(d) [5] top segment
overlap with ground
truth.

(e) Incremental top
overlap with ground
truth.

Fig. 6. Example result of the different segmentation methods when trained on one chair and applied to another. From left to right: the training observation, the resulting
segmentations in another map and the segments with the highest overlap to the segment in the newmap. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)
Table 1
Mean overlap ratios for the segments with the highest overlap with an instance. All three methods have been evaluated on 816 annotated instances within 88 local maps.
The mean is computed as the mean overlap ratio among all evaluated object examples.

Instance Backpack Trashbin Lamp Chair Desktop Pillow Sweater Boiler All

Mean size (dm3) 20 10 10 50 10 10 20 10 20

Segment overlap ratio mean

Convex segments 0.50 0.42 0.68 0.47 0.74 0.65 0.33 0.40 0.51
Incremental convex 0.47 0.40 0.68 0.51 0.68 0.57 0.32 0.39 0.51
Finman et al. [5] 0.54 0.37 0.69 0.49 0.73 0.62 0.44 0.31 0.52
5. Results

5.1. Segmentation evaluation

In the segmentation comparison, we observe that the convex
segmentation performs comparably to the method of [5], with the
mean overlap ratio of the latter being slightly better, see Table 1.
Particularly for the sweater objects, the difference is more signifi-
cant. This is to be expected, since the only instance in this category
ismostly hanging flat against awall. It is therefore hard to segment
based on shape, and most likely the method of [5] optimized the
parameters to rely on color only, yielding better results. The meth-
ods perform comparably on the chair category. Since the convex
segmentationwill segment any general chair into a seat and a back
rest, it suggests that [5] will most often fail to segment a chair as
one object if it is uniformly colored. Fig. 6 illustrates an example
of this. Both our convex segmentation and [5] divides the object
into several pieces, the largest being the back rest. The incremen-
tal approachmanages to combine the convex segments into amore
complete chair.

When comparing the convex segmentation to the incremental
approach (again, see Table 1), we observe that mean overlap ratio
stays the same. In many of the categories the ratios of the incre-
mental segmentation are slightly lower. Importantly however, in
the chair category it performs better by a significant margin.

5.2. Retrieval evaluation

To benchmark the retrieval performance, we ran queries on all
the annotated instances in the KTH dataset. We noticed that the
method in [5] performs considerably slower than the other meth-
ods considered, which prompted us to perform a second test on
a subset of the annotated instances in the KTH dataset. As men-
tioned earlier, the KTH dataset consists of 149 local maps, out of
which approximately 67% are collected in one room, while the re-
mainder are collected in five other rooms. We ran the second test
mostly on annotated instances from the other rooms captured in
the dataset, which entails greater light and viewpoint variation,
thusmaking this second experiment amore challenging one. In the
following, we refer to convex as ourmethodwhen querying strictly
on the convex segments, incrementalwhen also applying the grow-
ing scheme and re-weighted when re-weighting the incremental
method for a final result. A match is returned if the largest overlap
ratio (see Section 3.7) of an annotation with a query result exceeds
0.25 in one of the frames of the local map. The results are sum-
marized in Table 2, with the figures enclosed in brackets denoting
results obtained during the second test (i.e. on a subset of the data).

In our evaluation, we found that the relevance of the retrieved
results depends to a large extent on the quality of the input query.
This holds for all of the methods, however some are more robust
than others. The results of our convex method is largely similar to
that of our incremental approach, see Table 2. The main difference
lies in that the incremental approach performs significantly better
on the chair category. The V-LAD method as applied to the convex
segments with PFHRGB features performs consistently worse than
the corresponding VT methods.

Regarding the comparison with [5], it seems the method is
suffering from noise in the data. The reliance on global features
also means that the limited view coverage in the local maps
is problematic. Although the segmentation was better than our
convex segmentation, the recognition consistently performsworse
on this data. We have seen that it performs well on smaller objects
with distinct shapes that are observed close to the camera. In those
cases the results are often very good. However, when there is noise
or the shape or color are less distinct, the performance drops.

We note that the re-weightedmethod improves results slightly
for most of the objects, and the mean retrieval score. However, we
do not see the large gains that we observed in [10]. The largest
improvement are seen in the categories which typically havemore
distinctive features, such as the jacket and the backpack. The
largest decline is seen in the desktop category. The one instance
in this category is a black computer, making registration hard.

We see a significant drop in the performance of all the methods
between the two tests performed. We argue that this is the case
due to the nature of the data—in the first test, the annotated in-
stances from the first part of the dataset (i.e. observations from one
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(a) Error for the smaller size groups as a function of
total number of keypoints.

(b) Error as a function of the logarithm of the total
number of keypoints.

(c) Query time as a function of the logarithm of the
total number of keypoints.

Fig. 7. Each line represents a size v ∈ V . v0 is left out as there were not sufficiently many query objects of that size for our analysis. These plots show the errors (one minus
retrieval score) and the query times for objects in each size interval when we change the keypoint density for that class. The density is measured by the total number of
keypoints belonging to all segments of that size in the vocabulary tree. Note the logarithmic scale on the last two plots. Time is entirely dependent on keypoint extraction,
which takes more time for larger segments. The errors level out at about 10–20 keypoints/dm3 , corresponding to about 60k, 130k and 120k total features in the vocabulary
tree for the sizes v2 , v3 and v4 respectively.
Table 2
The mean retrieval score for the different methods. The results on the subset of 400 objects are within brackets. The score is defined as the ratio of correct instances among
the top ten results. Themean is computed as themean retrieval score among all queries. Note that the reported time includes time required to visually render the top results.

Category Backpack Trashbin Lamp Chair Desktop Pillow Jacket Boiler Total

Queries 189(61) 82(35) 77(11) 426(209) 85(17) 96(30) 75(22) 22(22) 1052
Instances 3 1 1 3 1 2 3 1 14

Retrieval score mean time

Convex 0.54 0.56 0.94 0.39 0.59 0.69 0.54 0.31 0.54 6.2 s
(0.52) (0.43) (0.93) (0.30) (0.51) (0.46) (0.50) (0.31) (0.39) 6.2 s

Incremental 0.61 0.55 0.94 0.47 0.56 0.68 0.51 0.31 0.56 10 s
(0.50) (0.41) (0.93) (0.36) (0.49) (0.43) (0.46) (0.31) (0.41) 10 s

Re-weighted 0.64 0.59 0.94 0.46 0.52 0.64 0.59 0.35 0.57 21 s
(0.54) (0.46) (0.93) (0.34) (0.52) (0.44) (0.56) (0.35) (0.42) 21 s

V-LAD 0.56 0.53 0.92 0.28 0.38 0.64 0.54 0.30 0.46 5.2 s
(0.47) (0.38) (0.95) (0.24) (0.28) (0.49) (0.47) (0.30) (0.34) 5.2 s

[5]a (0.21) (0.23) (0.32) (0.14) (0.28) (0.03) (0.09) 0.14 (0.16) 120 s
a Measured only on the subset.
room) dominate. These instances are subject to natural variations
in position and orientation as are typical of most office environ-
ments, for example chairs move in well-defined spaces in front of
desks. The same holds for e.g. lamps and desktops on tables. The
second test mostly contains instances which have been subjected
to an artificial perturbation, as they have been deliberately placed
around and moved each time between observations. This varia-
tion in position, and hence illumination, makes the problemmuch
harder and leads to lower retrieval results overall.

5.3. Keypoint density adaptation

We studied different combinations of functions fd for mapping
segment sizes to numbers of keypoints using Eq. (3). The equa-
tion returns the error as the inverse of the retrieval score, i.e. one
minus the score. A subset of those results is presented in Fig. 7.
Most importantly, when querying for objects of a particular size
v ∈ V we found that there is not a clear connection between the
query duration and the number of features of the other objects
w ≠ v, w ∈ V stored in the VT representation. Instead, the ex-
traction of features from the query object dominates, see Fig. 7(c).
Note that the major factor is the number of points in the query ob-
jects rather than the number of features, explaining why the time
stays relatively constant within one size class. Also, at least for this
limited dataset, the retrieval score of one size is not impacted neg-
atively by addingmore features to the other sizes. However, as can
be seen in Fig. 7(b), we can add several orders of magnitude more
features for the largest size than for the other ones without sig-
nificantly improving the error for that size. For the smaller sizes,
adding keypoints improves rates up to about 10–20 keypoints/dm3

when the errors level out, see Fig. 7(a).
In the segmentation experiments we noticed that the keypoint

distribution of the larger segments might have an effect on the
segmentation. If the keypoint density is too low (∼1/dm3), the
resulting vocabulary vector will have a very small contribution
when added to another vector. It might therefore happen that the
incremental scheme adds one such segment as it has negligible
effect.

5.4. Compression & execution time

The vocabulary generated from the KTH dataset occupies
298 MB on disk. The pre-computed vocabulary vectors occupy
about 110 MB. This should be compared to the 11.8 GB of the
original point cloudsmaking up the PTU sweeps. Since themajority
of the vocabulary representation consists of the cluster center
vectors of the tree nodes, adding new maps will mostly grow the
size of the cached vectors. Since we have a total of 149 local maps,
adding a new one adds about ∼0.6 MB. This shows that the size
of the vocabulary is not an issue and that the system is able to
integrate several months of observations.

In Table 2, we also present the mean query time of the different
methods. As we can see, all the proposed methods return a query
result within a matter of seconds.
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Fig. 8. Queries on the UK office dataset. One result of the queries is an image of the top matches in the form of shaded surfel clouds. These four different queries (one for
each row) show the query objects on the far left together with the top ten results (left to right). On top of the results are the vocabulary distances to the query vector (red).
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 9. Queries on the KTH dataset: One backpack, one trash bin and two queries for the same chair. The first chair query is using the incremental segmentation while the
second one is matching only based on the convex segments. One additional chair of the same type as the query is present in the top matches when using the incremental
segmentation. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
5.5. Qualitative results

In Figs. 8 and 9 we can see some examples of queries on the
UK Office data and KTH data respectively. In the UK office data
we noticed that performance varied between different categories.
The results for the trash bins for instance are very good, since they
are often perfectly segmented and with distinctive features. Some
of the chairs posed problems since they are often only partially
observed. The same thing can be said for the KTH objects. Parts that
are observed up close in good lighting consistently provide better
queries.

6. Discussion

As stated, noise and other artifacts in the data make our stated
problem a challenge. However, as we have seen, we can rely on
our retrieval system having a performance of around 50% in natu-
ral environments. This enables us to narrow down the search in
our data and use costly techniques such as GO-ICP [42] to ver-
ify the matches. We conclude that the performance of our convex
segmentation rivals the adaptive approach of [5], enabling us to
match segments to the query object. However, a convex segmen-
tation will always have problemswith certain types of objects. The
incremental segmentation aims to solve this problem. As we saw
in the results, this approach significantly improved both segmen-
tation and retrieval performance for the non-convex object cate-
gory found in our dataset; the chairs. It is important to note that
retrieval performance for the other categories does not drop when
using the incremental segmentation, which might very well have
been the case. Instead, we observe that the incremental segmenta-
tion mostly decides to grow a segment when it is not covering the
object already. An example of how the incremental approachmight
be beneficial for chairs can be seen in Fig. 9. By having both the back
rest and the seat available for comparison, the performance can be
improved. The re-weighting scheme showed some improvement
in the categories that typically have more distinctive features. The
system therefore seems to be reliant on good features to register
the objects well. When this is the case, as seen in the jacket cate-
gory and in [10], re-weighting can significantly boost performance.

In the analysis of the density of keypoints, we concluded that
higher densities do not affect the retrieval time significantly. This
is in fact a merit of the representation, something which will allow
timely results even when having months of observations in the
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vocabulary tree. We further saw that for the largest surfaces, there
is little reason for having the same keypoint density as for small
ones. As can be seen in Fig. 7(b), an order of magnitude more
features would be added if we keep keypoint density the same as
for other sizes. In order for the system to be scalable and keep its
compactness, limiting the number of keypoints in these areas is
recommendable.

7. Conclusion

We have presented a system for retrieving object instances
from 3D maps. Given a single query object, the algorithm looks
for matches using hierarchical matching of local 3D features.
The system performs segmentation of the maps simultaneously
with querying, enabling retrieval of potentially complex shapes.
Experiments comparing the segmentation and retrieval to similar
systems show good results on the kind of data one can expect from
an autonomous system.

A potential extension of the proposed framework would be to
allow temporal indexing of the data, which we hope would enable
more complex use cases. Onewould for example be able to check if
a certain computer was still present after work hours. By chaining
other predicates such as location or presence of other objects, this
would allow intuitive inspection of the data. This is something that
we think is lacking in present non-semantic map representations.
Our system allows the data to be directly and easily inspected
without introducing category labels or training on different object
categories.

Once we have built a surfel map using the ElasticFusion frame-
work [33], we can improve on the accuracy in parts of the map by
moving closer and continuously registering and updating the map.
An opportunity to use this further in our system would be to rein-
spect an object if we fail to find good results when first querying. A
more precise model would likely yield better results. In addition to
intelligently updating themaps, we also look to combine the query
results to build high quality 3D models. This might allow for iter-
ative querying with increasingly good models, enabling better re-
sults.

Code for the complete pipeline is available at https://github.
com/strands-project/strands_3d_mapping/tree/hydro-devel/
dynamic_object_retrieval. The data is part of the open KTH Long
Term Dataset1 and the G4S Y2 Dataset, which is available upon re-
quest.
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