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Abstract

We present a cognitively plausible novel framework capable
of learning the grounding in visual semantics and the gram-
mar of natural language commands given to a robot in a table
top environment. The input to the system consists of video
clips of a manually controlled robot arm, paired with natural
language commands describing the action. No prior knowl-
edge is assumed about the meaning of words, or the struc-
ture of the language, except that there are different classes
of words (corresponding to observable actions, spatial rela-
tions, and objects and their observable properties). The learn-
ing process automatically clusters the continuous perceptual
spaces into concepts corresponding to linguistic input. A
novel relational graph representation is used to build connec-
tions between language and vision. As well as the grounding
of language to perception, the system also induces a set of
probabilistic grammar rules. The knowledge learned is used
to parse new commands involving previously unseen objects.

Introduction
Understanding how children learn the components of their
mother tongue and the meanings of each word has long fas-
cinated cognitive scientists; equally robots face a similar
challenge unless this knowledge is pre-programmed, which
is no easy task either (nor does it solve the problem of
language change over time). In this paper we show how a
robot can start with no such knowledge and can gradually
acquire certain components of language and their ground-
ings in the perceptual world. Researchers have tackled the
language acquisition problem using different approaches,
such as individual and social learning. In individual learn-
ing, the robot is provided with data to learn about natu-
ral language without any further assistance from a teacher,
and is expected to learn from such data (Siskind 1996;
Roy, Schiele, and Pentland 1999; Needham et al. 2005;
Alomari et al. 2016). In social learning, the teacher plays
an important role in the learning process, by providing feed-
back to guide the learner in acquiring different language
components (Steels and Kaplan 2002; Spranger 2015). In
this research, we follow the individual approach, as it en-
ables learning from large datasets without the need for con-
stant supervision, such as learning from youtube videos.
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This work aims to answer the following two questions,
(i) can a robot bootstrap its knowledge in language and vi-
sion? and (ii) can it ground language to concepts in vision?
To answer these questions in a cognitively plausible setting,
we take into consideration human learning which is incre-
mental and is typically loosely supervised. Further, our sys-
tem is tasked with learning incrementally from human de-
scription of the world, while the outcome of the learning pro-
cess should be representable in a form also understandable
by humans. We present a novel individual learning approach
capable of acquiring symbolic knowledge in both language
and vision simultaneously, and use this knowledge to parse
previously unseen natural language commands. The learning
is accomplished using a show-and-tell procedure; this is in-
spired by how children acquire knowledge of their everyday
physical world by interacting with their parents. Volunteers
controlled a robot to perform a variety of table top tasks,
which were subsequently annotated with natural language
commands, as shown in Figure 1. The recorded videos and
commands are used as input data to our system to learn two
key components, (i) the words’ visual representation (ac-
tions, spatial-relations, and object properties); and (ii) the
grammar rules. To the best of our knowledge, this is the first
system that learns these concurrently.

We use the term loosely-supervised to describe the kind of
learning that requires the videos and sentences to be tempo-
rally aligned beforehand, which is more suitable for teach-
ing infants about basic concepts such as colours or shapes.
A fully unsupervised system would be able to learn from
longer non-segmented videos and documents (i.e. be able to
temporally segment and align long videos and documents),
which remains an ambition for the future.

Figure 1: An example of a video clip annotated with the nat-
ural language command “place the apple in the bowl”.



Related Work
Language acquisition has been a long standing objective of
AI and cognitive research. One of the earliest computers ca-
pable of understanding natural language commands to per-
form simple tasks in a virtual world was SHRDLU (Wino-
grad 1972). It was pre-equipped with all the linguistic and
visual knowledge needed to understand and perform com-
mands such as pick up the red block. In this work, our system
can incrementally acquire the knowledge needed to perform
similar commands from a real-world table-top environment.

Understanding how children learn the language and the
meanings of each word has long fascinated cognitive scien-
tists. Siskind (1996) was one of the earliest researchers to try
and understand in a computational setting how children learn
their native language and map it to vision. Following his
research, in the field of developmental robotics researchers
have connected language and vision to teach their robots dif-
ferent concepts; one of the earliest works to do so was a
system by Roy et al. (1999) which was capable of learning
audio-visual associations (i.e. objects’ names) using mutual
information criteria. Other robotic applications were devel-
oped subsequently, such as the robotic language games by
Steels et al. (1995; 2001) used to teach robots meaning of
words in a simple static world, or Needham et al. (2005)
to teach artificial agents table-top games. Further, Steels
(2002), Spranger (2015), and Bleys (2015) designed systems
capable of learning objects’ names and spatial relations by
interacting with human or robot teachers. Researchers also
combined linguistic descriptions from the web with visual
features from images to teach their robots different actions,
such as setting a table in Dubba et al. (2014), or making
pancakes in Beetz et al. (2011). Combining language and
vision is also used to learn natural language commands for
robotic systems, for example, learning linguistic instructions
to navigate autonomous mobile robots (Lauria et al. 2002;
Huang et al. 2010; Matuszek et al. 2013), or to navigate au-
tonomous drones (Tellex et al. 2011), or perform manipula-
tion tasks. The work of Misra et al. “Tell me Dave” (2015),
and Chai et al. “Back to the blocks world” (2014) focused on
learning the natural language commands for simple manip-
ulation tasks, which is similar to our work; however, we im-
prove on their work in a number of ways. For instance, they
assumed the shapes, spatial-relations and actions represen-
tations are known to the robot beforehand, while we extract
these automatically by clustering features from video clips.
Also, they rely on a manually constructed parser to extract
the verbs and nouns from natural language, while we learn
these grammar rules from the raw natural language data.

Learning Framework
We aim to learn two components, (i) words’ visual represen-
tation in videos (actions, spatial relations, object properties);
and (ii) the language grammar rules. Our framework, shown
in Fig. 2, can be described by the following steps;

(a) Input: the robot starts with a short temporally aligned
video clip and an annotated natural language description.
We temporally segment the videos/sentences such that
each segment contains a single action/verb in it.

(b) KR: each linguistic description is represented as a se-
quence of tokens (words), and each video as a sequence
of spatio-temporal directed acyclic graphs (STDAG)
(Christofides 1975) that encodes the visual information.
Further details are given in §Knowledge Representation

(c) Language Acquisition: the two representations (graphs,
words) are mapped together to build hypotheses that boot-
strap the robot’s knowledge in language and vision. Fur-
ther details are given in §Language Acquisition.

Figure 2: The learning framework.

Knowledge Representation
In this section we describe our representation for the input
language and vision data. We process each video clip and its
linguistic description separately.

Linguistic Input Representation: For each sentence, we
aim to match sequences of words (n-grams) to their visual
representations. To do this, we convert the text to all lower
case and remove any punctuation (as this is not explicitly
present in spoken language). We then extract all possible n-
grams with n ≤ N . The extracted n-grams are used to map
natural words to vision, details in §Language Acquisition.

Visual Input Representation: For each video clip, we en-
code a number of visual representations which we aim to
match to language. To do this, we initially detect objects in
the video using a table-top object detector (Muja and Cio-
carlie 2013). Each of these objects is tracked using a parti-
cle filter (Klank et al. 2009). For each detected/tracked ob-
ject, we obtain measurements of its properties and spatial
pairwise relations with other objects at every frame of the
video clip. The measurements include (colour, shape, loca-
tion, relative direction, relative distance). This set of fea-
tures is not intended to be exhaustive (but rather to demon-
strate the approach); other features could be included. The
features (measurements) are presented below:

• Fcolour : object→ ([0, 360)× [0, 1]× [0, 1]); Fcolour(o)
gives HSV colour values for an object.

• Fshape : object → R32; Fshape(o) gives a 32 bin rota-
tion and translation invariant shape fast point feature his-
togram (FPFH) per object (Rusu 2009).

• Flocation : object → R × R × R; Flocation(o) gives an
x, y, z location wrt the bottom left corner of the table.

• Fdistance : object × object → R; Fdistance(o1,o2) gives
the distance between o1 and o2 centroids.

• Fdirection : object × object → [0, 360) × [0, 360);
Fdirection(o1,o2) gives the azimuth and altitude angles.



Our robot has no pre-given knowledge in any of these fea-
ture spaces, e.g. the number of objects in the world, or the
language used to describe them, or any prior discretisation
of the feature spaces. Once the measurements have been
obtained for all objects, we cluster their values into Gaus-
sian components. Each feature space is clustered separately,
i.e. we cluster colours alone, shapes alone, etc. The opti-
mal number of components is selected unsupervised using a
Bayesian Information Criterion (BIC). These Gaussian com-
ponents are used as concepts that facilitate the grounding of
natural language to vision, e.g. the word ‘red’ is grounded
to the extracted/clustered red colour Gaussian component
in the HSV colour feature space. An example for detect-
ing and tracking objects, and for obtaining measurements
and clustering the colour feature space is shown in Fig. 3.
In our incremental learning process, the robot is introduced
to new concepts over time (e.g. new colours, distances, etc).
When this happens, new concepts that are seen for the first
time should be created, and the ones that have been seen be-
fore should be updated. For example, in our system the red
colour boundaries in the HSV feature space is not defined
beforehand, and the colour red may appear as two different
Gaussian components in two different videos, due to light-
ing or different shades of red in different objects. To address
this issue, we use an Incremental Gaussian Mixture Model
(IGMM) approach (Song and Wang 2005) to merge or cre-
ate new concepts. The IGMM works in two steps: (i) decide
whether an observed Gaussian component has been seen be-
fore using statistical tests, (ii) update the existing compo-
nent if it has been seen before, otherwise create a new com-
ponent in the feature space. After clustering and updating the
measurements values, we use the clusters (Gaussian com-
ponents) to build a sequence of STDAGs that abstracts the
spatio-temporal details of actions that occur in the video.

Figure 3: Processing the example in Fig. 1. 1st row shows
the robot’s view of what happened in the scene. 2nd row
shows the detected objects using table-top algorithm. 3rd
row shows the tracking results using particle filter. 4th row
shows the HSV colour measurements of the detected objects
in this video (all colours),and the clustering results (Gaus-
sian components colour-0, 1, 2) shows the unique colours.

Graph Generation: Spatio-temporal graphs have been
used in the literature to learn activity models (Sridhar et al.
2010, Duckworth et al. 2016; 2017, Gatsoulis et al. 2016).
Our graphs are an extension to their work as we encode more
object features. At any given time in a video clip, we repre-
sent the state of the visual world as a spatio-temporal di-
rected acyclic graph (STDAG) with nodes that correspond
to the visible objects and all relations between pairs of these
objects. We encode one node for each object in the video
along with connected feature nodes (i.e. colour, location,
shape); and one relational node for each pair of objects along
with connected pairwise relation nodes (i.e. direction, dis-
tance). An ordered pair of edges connect each relation node
to its constituent object nodes. The object node correspond-
ing to the gripper is distinguished and is special as it is as-
sumed to form a particular pre-known object type that has
only the location feature node connected to it. The value at
each property node is either the label of a Gaussian compo-
nent, when the measurement (e.g. RGBD vector) has Ma-
halanobis distance within a fixed threshold of this compo-
nent, or the label ‘changing’ when outside, to signify that
this property is transitioning between components. By omit-
ting consecutive repetitions of identical STDAGs (i.e. con-
secutive frame that has the same state of the world in it),
we obtain a sequence of unique STDAGs that represents the
video clip, i.e. a new STDAG is used to represent the state
of the world whenever a node changes label from a Gaus-
sian component to ‘changing’ or vice versa. We will refer
to each of these STDAGs as states, since they describe con-
stant configurations of the visible objects, albeit that some
objects may be in motion denoted by the ‘changing’ label.
An example of our graph representation is shown in Fig. 4.

Figure 4: Graph representation for the command “pick up
the apple” consists of two states. State 1 encodes G(ripper)
moving whilst A(pple) is static. So the location feature node
connected to G is ‘changing’ (gray), while the location node
connected to A remains ‘constant’ (white). State 2 encodes
both G and A move together.

The principle we use for learning is to seek frequent co-
occurrences of n-grams and sub-graphs or consecutive se-
quences of sub-graphs extracted from the state sequences



derived from the corresponding video clips. The idea is to
relate n-grams to fragments of the visual representation of
the world. Ideally we would like to perform the learning on
all sequences of all sub-graphs, but this remains an ambition
for the future. At present, we steer the learning towards (1)
object properties, by extracting all connected sub-graphs in-
volving objects nodes and their properties, (2) relations be-
tween objects, by extracting all connected sub-graphs from
pair nodes and their properties, and (3) actions, by extract-
ing sequences of sub-graphs that contain the gripper object
node, one other object node that has a property with the label
‘changing’ and the pair node that connects the gripper node
with this object node. We will refer to these sub-graphs as
graphlets as shown in Fig. 5, Where each graphlet has at
least one connection node (denoted with c) that is used to
connect graphlets together. This allows us to reconstruct a
graph structure from combination of graphlets.

Figure 5: Examples of sub-graphs (graphlets) extracted from
the states in Fig. 4.

Language Acquisition and Grounding
In this section, we show how we connect words in language
(e.g. the 1-gram ‘apple’) with concepts in vision (e.g. the
graphlet representing the shape apple), and at the same time
build grammar rules that govern the sentence structure.

Visual representations of Words
In this work, the grounding is achieved using an idea in-
spired by Hebbian theory, which can be summarized as:
“Cells that fire together, wire together” (Schatz 1992). This
idea is translated to “n-grams in language and graphlets in
vision that appear together, are connected”. As an example,
the 1-gram ‘apple’ and the apple shape graphlet will appear
consistently together throughout the different videos; there-
fore should be connected, while the 1-gram ‘the’ is not con-
sistent with any graphlet; therefore is not connected to any
graphlet (this is how the robot comes to know that ‘the’ is
a function word). To measure the consistency between n-
grams and graphlets, we follow the frequentist approach.
We keep track of the number of times an n-gram and a
graphlet appear individually, and the number of times the
two appear together. We use these frequencies to compute
the conditional probabilities that associate each n-gram with
a graphlet using:

P (g|n) = Fgn

Fn
(1)

where n is an n-gram, g is a graphlet, Fn is the frequency
at which n appeared individually, Fgn is the frequency of
seeing both n and g together. This probability function is
computed between every n-gram and graphlet. We filter out
the unlikely associations by keeping only the maximum like-
lihood values for every n-gram in every visual feature space.
By using n-grams, we end up with a number of n-grams that
map to the same visual concept, some of which are incorrect.
E.g. the n-grams (‘red’, ‘the red’, and ‘the red apple’) are all
connected to the same red colour graphlet with high proba-
bility; we need to filter out the incorrect ones ‘the red’ and
‘the red apple’. This is achieved by case analysis, consider
the case of whether to accept an n-gram ab, consisting of
smaller n-grams a and b (e.g. ‘the red’ consists of ‘the’ and
‘red’). Let gab, ga, gb be the graphlets with the highest asso-
ciation to the n-grams ab, a and b. There are four possible
cases shown by the rules below from which we can figure
out which ones of these n-grams is incorrect. The accepted
hypotheses are shown on the right.

gab = ga = gb → gab (2)
gab = ga 6= gb → ga, gb (3)
gab = gb 6= ga → ga, gb (4)
ga 6= gab 6= gb → gab, ga, gb (5)

Rule (2) filters out the smaller incorrect n-grams, by al-
lowing complex n-grams to subsume their constituent ones
when all of them are equal. The intuition behind it can be
seen in examples like the n-grams ‘pick up’, ‘pick’ and ‘up’
where we want to keep the longer n-gram ‘pick up’ and re-
move the smaller ones ‘pick’ and ‘’up’. Rules (3,4) filter out
the larger incorrect n-grams. The intuition behind it is we do
not want the robot to use more words than necessary to de-
scribe a concept, such as ‘the red’ to describe the red colour.
Rule (5) states that if the n-grams are connected to different
concepts, keep all of them. This rule can be used to learn
phrasal verbs where their meaning is different to their in-
dividual components. For example, the phrasal verb ‘break
down’ is different to both ‘break’ and ‘down’. These rules
will filter some of the incorrect associations. Also, they will
not stop different synonyms from connecting to the same
graphlet. For example, ‘cyan’ and ‘sky blue’ could share the
same graphlet, because ‘cyan’ is not a constituent of ‘sky
blue. The robot ends up with a number of possible associa-
tions that require validation; details are in the next section.

Validation of Associations
Once strong associations have been generated (between n-
grams and graphlets), we attempt to validate them by using
the input video clip. For example, the 1-gram ‘apple’ might
have a high likely association with two different graphlets,
one representing the shape graphlet apple, and the other rep-
resenting something incorrect, e.g. the shape graphlet mug.
This can occur due to noise or insufficient data, e.g. when-
ever the robot hears the word ‘apple’ it finds a mug and an
apple in the corresponding video clip.

The validation occurs by examining how these associa-
tions compare with the input videos. We start this process by
first translating the input sentence into multiple graphs. This



is done by first representing all n-grams in the sentence with
their highly associated graphlets; and then creating multi-
ple graph structures by connecting the graphlets together
in all possible orders. The order is important and will later
map to learning grammar. We call these graphs hypothesis
graphs. Each hypothesis graph (from a sentence) is com-
pared against its corresponding input video graph sequence,
and if any match, i.e. the hypothesis graph is an induced
sub-graph of the input graph (Howorka 1977), then we have
validated the associations for these n-grams. For example,
consider the sentence given in Fig. 4: “pick up the apple”,
and suppose that our robot is not sure of the meanings of any
of the words in this sentence. However, it associates the 2-
gram ‘pick up’ with one action graphlet, and the 1-gram ‘ap-
ple’ with two possible object graphlets, whilst ‘the’ has no
strong associations. These n-grams and graphlets are shown
in Fig. 6. To validate these, multiple hypothesis graphs are
generated that reflect all possible combinations. This is done
by connecting the connection nodes (denoted with c) in both
the action graphlet and the object graphlets together, shown
in Fig. 6 (1, 2). We then check which (if any) of the gen-
erated hypothesis graphs match the input video. Since the
hypothesis graph shown in Fig. 6-(1) matches with the input
video graph shown in Fig. 4, the robot has validated the asso-
ciations used to build this graph and correctly grounded the
n-grams ‘pick up’ and ‘apple’ with their visual graphlets.

Figure 6: Generating hypothesis graphs.

Learning Grammar Rules
In order to understand linguistic commands, the robot needs
to learn grammar rules that govern sentence structure. To
highlight this, consider the example command “place the
apple in the bowl”. Even assuming the robot has a correct
visual representation (graphlet) for each word, it still needs
an understanding of which object should be placed where.
This translates to knowing that the action ‘place’ changes
the location of the ‘apple’ object and not the ‘bowl’ object,

and further, that it needs to change the apple’s location to a
final location described by the spatial relation ‘in the bowl’.

To acquire such grammatical knowledge, we use the cor-
rectly matched hypothesis graphs (described in the previous
section) and generate their syntactic trees. These trees rep-
resent how n-grams should be labelled and connected (or-
dered) in the input sentence, based upon how their corre-
sponding graphlets are connected in the matched hypothe-
sis graph. The n-grams in the syntactic trees are labelled
with a graphlet category (colour, shape, location, direction,
distance, action), these labels are then grouped into a sin-
gle semantic category (S, object, spatial-relation, manipu-
lated object (m-obj), function word (fw)) in a similar way as
presented in (Dukes 2013). The graphlet and semantic cat-
egories (e.g. action, fw) are called this way for readability,
the robot does not know these names specifically, though it
does know that these several different kinds of knowledge
exist and correspond to different parts of the visual repre-
sentation. As an example, for the command shown in Fig. 4:
“pick up the apple”, the correct hypothesis graph (graph (1)
in Fig. 6) is used to generate its equivalent syntactic tree. The
hypothesis graph encodes the knowledge of which objects
are manipulated by the action in the input sentence. This in-
formation is mapped into a syntactic tree, as shown in Fig. 7.
The n-grams in the input sentence are labelled by their cor-
responding graphlet types, e.g. ‘pick up’ is associated with
an action graphlet, therefore is labelled action, ‘apple’ with
a shape graphlet therefore is labelled shape, while ‘the’ has
no associated graphlet therefore is labelled fw. After that, the
object ‘apple’ is labelled as the manipulated object (m-obj)
because the action ‘pick up’ was applied on the ‘apple’.

Figure 7: Example of a syntactic tree generated from the cor-
rectly matched hypothesis graph shown in Fig. 6 (1).

To learn the grammar rules from syntactic trees, we start
with an empty Probabilistic Context Free Grammar (PCFG)
rule set. The PCFG models each grammatical rule by as-
signing it a probability, where the probability of each rule
is proportional to the number of times we observe. This
idea agrees with the findings of Hudson-Kam and Newport
(2005), which shows that children reproduce the most fre-
quent grammatical forms they hear. Grammar rules learnt
from only this example are shown in Table 1, however, rules
from all input examples are accumulated into one set.



Learning Grammar Rules
Grammar Rules Probability
action→ pick up 1.0

fw→ the 1.0

shape→ apple 1.0

S→ action, fw, m-obj 1.0

m-obj→ object 1.0

object→ shape 1.0

Table 1: Learning grammar rules from syntactic tree in Fig. 7

Experimental Validation
We evaluate the performance of our system using two
datasets, a synthetic dataset and a simple real-world setup.

For the synthetic world, we extended the Train Robots
dataset which is designed to develop systems capable of
understanding natural language commands (Dukes 2013).
Non-expert users were asked to annotate appropriate com-
mands to 1000 pairs of different scenes. Each scene pair
is represented by an initial and desired goal configuration;
we automatically animated these to produce videos. 7752
commands were collected using Amazon Mechanical Turk
describing the 1000 scenes; we translated all the commands
from English to a different language (Arabic), particular care
was taken on not to alter any command or change any mis-
takes in any of them (the extended version is published at
Alomari et al. (2016) http://doi.org/10.5518/32). We kept
200 videos and 1343 commands as our testing dataset. An
example of the dataset is shown in Fig. 8.

Figure 8: An Example from the Train Robots dataset, the
Arabic sentence is translated from the English one.

For the real-world setup, we used a Baxter robot as our
test platform and attached a Microsoft Kinect2 sensor to
its chest, as shown in Figure 1. The Kinect is used to col-
lect RGBD videos of Baxter performing various manipula-
tion tasks with real objects from the robot’s point of view.
We collected a dataset (http://doi.org/10.5518/110) consist-
ing of 160 videos in which volunteers controlled the robot’s
arms, and manipulated real objects. The videos were then
annotated with appropriate natural language commands (by
a separate group of volunteers). This dataset contains a total
of 984 commands (average of six-per video). A variety of
objects were manipulated in the videos such as basic block
shapes, fruit, cutlery, and office supplies. The aim is to match
the n-grams used to describe these objects to their correct vi-
sual graphlets. A further 40 new videos along with 40 new
commands were collected and used as a test set which in-
clude new objects which were not present in the training set.

Evaluation
We evaluated the performance of our technique using two
measures: (i) its ability to correctly ground n-grams to vi-
sual graphlets and therefore learn the groundings of words;
and (ii) its ability to correctly parse previously unseen com-
mands using the learnt grammar.

Grounding n-grams to graphlets In this section, we
evaluate the system’s ability to acquire the correct visual-
linguistic groundings given the training data. The main task
is to learn the associations between words and feature space,
e.g. the word ‘red’ associates to a graphlet containing the
colour red. We define a correct matching by manually in-
specting the matched n-gram-graphlet pairs and checking if
the Gaussian component in the feature space falls within a
single standard deviation of its typical values. E.g. red ≈
HSV(0, 1, 1). Keeping in mind that our system starts with no
pre-given knowledge, we evaluate the success of our tech-
nique based on the number of correctly matched n-grams
and feature spaces. All the results presented in this section
are computed using n-grams of n ≤ 3.

Our system is able to correctly ground 47/53 (88.6%) n-
grams to their visual graphlets in the real-world test dataset,
and 72/81 (88.9%) in English and 90/101 (89.1%) in Ara-
bic in the synthetic test dataset, which clearly shows that our
technique is able to ground words to visual features given
raw linguistic and visual inputs. A detailed analysis of how
the system performed in learning concepts in each feature
space is shown in Table 2. Below is a list of examples of the
learnt n-grams which were used in the linguistic commands:
• Colours: red; yellow; green; blue; pink; black; purple.
• Shapes: block; mug; ball; banana; dolphin; duck; can.
• Locations: top centre; centre; middle; top right; top left.
• Directions: right; left; behind; under; inside; top.
• Distances: far; near; close to.
• Actions: pick up; put down; place; move; pile; shift.

The system couldn’t learn the visual representation of all
n-grams in the datasets due to noise or lack of training data.
For example, the n-gram cyan is mentioned only once in the
real-world dataset and therefore the system did not manage
to correctly associate it with its matching colour graphlet.

Grounding n-grams results

Features Real-world Synthetic-English Synthetic-Arabic

Colours 12/14 15/16 30/31

Shapes 16/18 18/18 22/24

Location 6/7 17/17 16/16

Direction 6/7 10/10 10/10

Distance 3/4 N/A N/A

Actions 4/4 12/20 12/20

Total 47/53 72/81 90/101

Table 2: Results of learning the n-grams visual representa-
tions from two different datasets.



Figure 9: The syntactic tree generated for the new command “move the blue egg at the top left corner to the right of the red
mug” using the knowledge gained from the training videos.

Parsing Novel Commands We also evaluate the system’s
ability to generalise its acquired knowledge to previously
unseen objects and to parse new sentences/commands. This
is done using the set of learnt grammar rules.

In the real world dataset, a total of 139 grammar rules
were acquired from the 160 test videos, which we used to
test 40 previously unseen (new) videos and commands. In
35 (87.5%) of the test videos the system was able to translate
the command into a fully correct syntactic tree. An example
of a new command “move the blue egg at the top left corner
to the right of the red mug” and its generated syntactic tree
are shown in Fig. 9. The objects “red mug” and “blue egg”
were not shown to the system in any of the training videos.
A sample of the acquired grammar rules that were used in
parsing this command is presented in Table 3.

In the synthetic dataset, a total of 133 grammar rules in
the English, and 189 in the Arabic language were acquired,
which we used to test on 1343 previously unseen commands
(not included in training). In 929 (69.2%) of these com-
mands the system was able to translate the command into
a fully correct syntactic tree. Which is comparable with the
state-of-the-art supervised system, standing at (90.7%) con-
sidering that we learn from unlabelled/raw data.

Conclusion and Future Work
We have demonstrated for the first time in a developmen-
tally plausible setting, that a system can concurrently and
incrementally learn two kinds of knowledge by processing
language and vision real-world data: (i) the words’ visual
representations (actions, spatial-relations, and objects prop-
erties); and (ii) the probabilistic grammar rules. The spatio-
temporal graphs (STDAG) representation is also a key con-
tribution of the paper acting as an intermediary representa-
tion between the continuous perceptual space, and the purely
symbolic linguistic structures. Also, the use of Gaussian
components to represent visual features allows for efficient
and incremental learning using the incremental Gaussian
Mixture Model approach to update the different graphlets,
which allowed us to represent all the input videos without
the need to store the data points. We plan to extend our sys-
tem to be able to learn from unsegmented videos and doc-
uments and to generate natural language descriptions from
video clips using the gained/bootstrapped knowledge.

Learnt Grammar Rules

Non-Terminals

S→ action, m-obj, spatial-relation 0.857

m-obj→ fw, object 0.588

spatial-relation→ fw, fw, direction, object 0.058

object→ colour, shape, fw, fw, location, fw 0.048

object→ fw, fw, colour, shape 0.16

location→ top, left 0.324

Terminal Leaves

colour→ blue 0.126

colour→ red 0.264

shape→ mug 0.14

shape→ egg 0.04

action→ move 0.422

direction→ right 0.404

fw→ the 0.311

fw→ of 0.162

fw→ to 0.123

fw→ at 0.076

fw→ corner 0.008

Table 3: The grammar rules used to parse the command
shown in Fig. 9.
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