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Abstract—We show that the notion of uncontrollable marking commonly used in the literature on supervisory control theory of Petri nets is not sound, by means of a counter-example. We also show how the definition can be corrected and provide an adaptation of a decidability proof for the problem of checking controllability for specifications expressed as deterministic Petri net languages.
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I. INTRODUCTION

SUPERVISORY control theory, as introduced in [1], is an important field of study in automatic control and discrete event systems (DES). The basic idea of this approach for control of DES is to restrict the behaviour of a system to an acceptable behaviour, through the use of a supervisor in a feedback loop. An important notion in this scope is the controllability of the supervisor. A supervisor is considered controllable if it does not disable uncontrollable events that would be active in the open-loop behaviour of the system. For the case of finite state automata supervisors (i.e., supervisors corresponding to regular language specifications), it has been proved that checking for controllability is decidable [1].

In this work, we deal with the decidability problem of checking controllability for Petri net (PN) supervisors. This problem has been tackled as early as in [2], where the notion of uncontrollable marking was first defined. With this notion, it was proven that checking for controllability is decidable for deterministic PNs, by reducing the problem to checking the existence of reachable uncontrollable markings – if uncontrollable markings are reachable, then the supervisor is uncontrollable. However, this definition for uncontrollable marking, which has been used in the literature since then, is not correct. In fact, there exist deterministic PNs with reachable uncontrollable markings, according to the original definition, that do not represent an uncontrollable supervisor. In this paper, we show an example of such a PN, provide an adjustment to the definition of uncontrollable marking that makes it correct, and prove the decidability of checking for controllability of a deterministic PN supervisor using the adjusted definition.

II. PETRI NETS AND SUPERVISORY CONTROL

In this section, we present a brief overview on Petri nets and supervisory control with language specifications. We refer the reader to [3] for a detailed overview on this topic.

A. Petri Nets

Definition 1 (Petri Net). A Petri net (PN) is a tuple $G = \langle P, T, W^−, W^+, M_0, E, f \rangle$ where:

- $P$ is a finite, not empty, set of places;
- $T$ is a finite, not empty, set of transitions;
- $W^− \in \mathbb{N}^{|P| \times |T|}$ is the pre-incidence matrix;
- $W^+ \in \mathbb{N}^{|P| \times |T|}$ is the post-incidence matrix;
- $M_0 \in \mathbb{N}^{|P|}$ is the initial marking.
- $E$ is the finite set of events;
- $f : T \rightarrow E$ is the labelling function, that assigns to each transition an event from $E$.

The pre-incidence matrix represents arc weights between places and transitions while the post-incidence matrix represents arc weights between transitions and places. The initial marking $M_0$ is a vector of size $|P|$ that represents the initial state of the system, with $M_0(p) = q$ meaning that there are $q$ tokens in place $p$ in the initial state.

We will use the places and transitions themselves as the indices of the matrices and vectors, e.g., given $p \in P$ and $t \in T$, we use $W^−(p,t)$ to represent the entry in the arc weight from $p$ to $t$. The dynamics of a PN are defined by the firing rule, which determines the flow of tokens between places, thus specifying how the initial marking can evolve.

Definition 2 (Firing Rule). Let $G$ be a PN, $t \in T$ and $M \in \mathbb{N}^{|P|}$. Transition $t$ is said to be active in $M$ if for all $p \in P$, $W^−(p,t) \leq M(p)$. A transition $t$ active in a marking $M$ can fire, resulting in the marking $M' \in \mathbb{N}^{|P|}$, where, for each $p \in P$, $M'(p) = M(p) - W^−(p,t) + W^+(p,t)$. This is denoted $M \xrightarrow{t} M'$.

Using the firing rule, one can define firing sequences and the set of reachable markings of a given PN.

Definition 3 (Firing Sequence). Let $G$ be a PN. A firing sequence from a given marking $M$ is a sequence of transitions $\tau = t_1 t_2 ... t_n \in T^*$ such that there exists markings $M_1, ..., M_n$ such that:

$$M \xrightarrow{t_1} M_1 \xrightarrow{t_2} M_2 \xrightarrow{...} \xrightarrow{t_n} M_n$$  \hspace{2cm} (1)

We also write $M \xrightarrow{\tau} M_n$ to represent that the firing of the sequence $\tau$ leads the PN marking from $M$ to $M_n$.

Definition 4 (Reachable Markings). The set of all reachable markings in a PN $G$ is denoted as:

$$R(G) = \{ M \in \mathbb{N}^{|P|} \mid \text{exists } \tau \in T^* \text{ such that } M_0 \xrightarrow{\tau} M \}$$ \hspace{2cm} (2)

In addition to reachable markings, we will also be interested in the sequences of events that can be generated by its different runs. This set of sequences is called the language generated by the PN.
**Definition 5 (Language Generated by a PN).** Let $G$ be a PN. The language generated by $G$ is defined as:

$$\mathcal{L}(G) = \{ \ell(t_1)\ell(t_2)\ldots\ell(t_n) \in E^* \mid t_1 t_2 \ldots t_n \in T^* \text{ is a firing sequence from } M_0 \}$$

(3)

We require the PNs in this work to be deterministic, in the sense that a sequence of labels uniquely defines the sequence of visited markings.

**Definition 6 (Deterministic PN).** A PN $G$ is deterministic if for all $t,t' \in T$ and $M \in \mathcal{R}(G)$:

$$\text{If } M \xrightarrow{t} M', M' \xrightarrow{t'} M'' \text{ and } M' \neq M'' \text{ then } \ell(t) \neq \ell(t')$$

(4)

As will be seen later, a supervisor is formally a function over sequences of events. It is assumed that the supervisor cannot directly observe neither the markings visited, nor the fired transitions. Thus, we require determinism of the PN model of the system, so that the supervisor can keep track of the current marking of the PN model of the system during execution while only observing the sequence of events generated by the system. We note that, in the cases where the supervisor can directly observe either the markings visited by the PN model of the system, or the fired transitions, the assumption of determinism of the PN model of the system can be removed.

**B. Supervisory Control**

The purpose of supervisory control (SC), as introduced in [1], is, given a system model – in our case a deterministic PN $G$ – of the open-loop uncontrolled behaviour of a system, to restrict its behaviour to an acceptable language $L_a \subseteq \mathcal{L}(G)$ – in our case given by a deterministic PN $H$. We start by partitioning the event set $E$ in two disjoint subsets $E = E_c \cup E_{uc}$. $E_c$ is the set of controllable events, i.e., the events that can be prevented from happening by the supervisor and $E_{uc}$ is the set of uncontrollable events, i.e., the events that cannot be prevented from happening. This partition is due to the fact that, in general, there are events that make a system change its state that are not of the “responsibility” of the system itself (e.g., failures in the execution of the system). The set of uncontrollable events induces a set of uncontrollable transitions for $G$.

**Definition 7 (Uncontrollable Transitions).** Let $G$ be a PN with event set $E = E_c \cup E_{uc}$. The set of uncontrollable transitions of $G$ is defined as:

$$T_{uc} = \{ t \in T \mid \ell(t) \in E_{uc} \}$$

(5)

We now formally define the notion of supervisor and of language generated by a supervised PN.

**Definition 8 (Supervisor).** Let $G$ be a PN. A supervisor for $G$ is a function $S : \mathcal{L}(G) \rightarrow 2^E$ that, given $s \in \mathcal{L}(G)$, outputs the set of enabled events for $G$, i.e., the set of events that $G$ can execute next.

**Definition 9 (Language Generated by a Supervised PN).** Let $G$ be a PN and $S$ be a supervisor. The language generated by $G$ when controlled by $S$ is given by:

$$\mathcal{L}(S/G) = \{ e_1 e_2 \ldots e_n \in \mathcal{L}(G) \mid e_{i+1} \in S(e_1 \ldots e_i) \text{ for all } i \in \mathbb{N} \}$$

(6)

In words, the supervisor controls the system by, after the firing of an event by $G$, “reading” the string $s$ executed by $G$ so far, and outputting a set of enabled events $S(s)$. When executing the next event, $G$ can only execute an event which is active in its current state and which is enabled by $S$, i.e., which is in $S(s)$. This feedback loop is depicted in Figure 1.

![Fig. 1. The feedback loop of SC, where $s \in E^*$.](image)

To formally define controllability of a supervisor, we need to introduce some notation.

**Definition 10 (Resulting Marking).** Let $G$ be a deterministic PN and $s = e_1 \ldots e_n \in \mathcal{L}(G)$. We define $M_s$ as the marking reached after executing a firing sequence $\tau = t_1 \ldots t_n$ in $T^*$ such that $\ell(t_i) = e_i$ for all $i \in \{1, \ldots, n\}$ from $M_0$.

Note that $M_s$ is well-defined because (i) given that $s \in \mathcal{L}(G)$, there is always at least one firing sequence $\tau$ satisfying $\ell(t_i) = e_i$ for all $i \in \{1, \ldots, n\}$, and (ii) given that $G$ is deterministic, the resulting marking after executing any firing sequence satisfying $\ell(t_i) = e_i$ for all $i \in \{1, \ldots, n\}$ is unique. Finally, we also define the active event function.

**Definition 11 (Active Event Function).** Let $G = (P,T,W^-,W^+,M_0,E,\ell)$. We define the function $\Gamma_G : \mathcal{R}(G) \rightarrow 2^E$ as:

$$\Gamma_G(M) = \{ e \in E \mid \text{exists } t \in T \text{ such that } \ell(t) = e \text{ and } t \text{ is active in } M \}$$

(7)

**Definition 12 (Controllable Supervisor).** Let $G$ be a PN, with uncontrollable events $E_{uc} \subseteq E$, and $S : \mathcal{L}(G) \rightarrow 2^E$. $S$ is a controllable supervisor for $G$ if, for all $s \in \mathcal{L}(G)$:

$$E_{uc} \cap \Gamma_G(M_s) \subseteq S(s)$$

(8)

Intuitively, a supervisor is controllable if it never disables uncontrollable events that would be active in the open-loop behaviour of the system.

For analysis and implementation purposes, it is important to represent the supervisor in a convenient way. This representation is referred to as a realization of the supervisor. The typical approach is to also represent the supervisor as a PN. Given the PN model $G$ of the open-loop behaviour of the system, this is done by performing the following steps:

1) Build a deterministic PN $H$, that represents the language specification to be enforced;

2) Build the candidate supervisor realization $R$, given by the parallel composition $R = G \parallel H$. By definition of parallel composition, the resulting PN represents the running in parallel of $G$ and $H$, where common events must
In the following, let in this paper we focus on controllability checking. Also, we want to guarantee that the result of the supervisor function is unequivocally defined for a given input.

Remark 1. In general one also wants to guarantee that the supervisor is non-blocking but, for the sake of brevity, in this paper we focus on controllability checking. Also, we will not deal with the problem of trimming an uncontrollable supervisor so that it becomes controllable which, in the case of PNs, is a very challenging – and sometimes impossible – problem. We refer the interested reader to [3].

Before we introduce the notion of parallel composition for PNs, we need to define the set of shared transitions. In the following, let \( G_1 = (P_1, T_1, W_1^+, W_1^-, M_{01}, E_1, \ell_1) \) and \( G_2 = (P_2, T_2, W_2^+, W_2^-, M_{02}, E_2, \ell_2) \) be two PNs.

**Definition 13 (Shared Transitions).** The set of shared transitions of \( G_1 \) and \( G_2 \) is given by:

\[
T_{E_1 \cap E_2} = \{ (t_1, t_2) \in T_1 \times T_2 \mid \ell_{G_1}(t_1) = \ell_{G_2}(t_2) \}
\]

The set of shared transitions is simply the set of pairs of transitions in \( G_1 \) and \( G_2 \) that share the same event label. These transitions need to be synchronized in the composition.

**Definition 14 (Parallel Composition).** The parallel composition of \( G_1 \) and \( G_2 \) is the PN \( G = G_1 \parallel G_2 = (P, T, W^-, W^+, M_0, E_G \cup E_H, \ell) \), where:

- \( P = P_1 \cup P_2 \)
- \( T \) is the union of the non-shared transitions of \( G_1 \) and \( G_2 \) with the pairs representing the shared transitions, i.e.,
  \[
  T = T_{E_1 \setminus E_2} \cup T_{E_2 \setminus E_1} \cup T_{E_1 \cap E_2},
  \]
  where:
  \[
  T_{E_1 \setminus E_2} = \{ t \in T_1 \mid \ell_{G_1}(t) \in E_1 \setminus E_2 \}
  \]
  \[
  T_{E_2 \setminus E_1} = \{ t \in T_2 \mid \ell_{G_2}(t) \in E_2 \setminus E_1 \}
  \]
- \( W^- \in \mathbb{N}^{(P \times |T|)} \) maintains the same arc weights as \( W_1^- \) and \( W_2^- \), taking into account that shared transitions of \( G_1 \) and \( G_2 \) are now merged into a single transition:

\[
W^-(p, t) = \begin{cases}
  W_1^-(p, t) & \text{if } t \in T_{E_1 \setminus E_2} \text{ and } p \in P_1 \\
  W_2^-(p, t) & \text{if } t \in T_{E_2 \setminus E_1} \text{ and } p \in P_2 \\
  W_1^-(p, t_1) & \text{if } t = (t_1, t_2) \in T_{E_1 \cap E_2} \\
  & \quad \text{and } p \in P_1 \\
  W_2^-(p, t_2) & \text{if } t = (t_1, t_2) \in T_{E_1 \cap E_2} \\
  & \quad \text{and } p \in P_2 \\
  0 & \text{otherwise}
\end{cases}
\]

- \( W^+ \in \mathbb{N}^{(P \times |T|)} \) is defined analogously to \( W^- \):

\[
W^+(p, t) = \begin{cases}
  W_1^+(p, t) & \text{if } t \in T_{E_1 \setminus E_2} \text{ and } p \in P_1 \\
  W_2^+(p, t) & \text{if } t \in T_{E_2 \setminus E_1} \text{ and } p \in P_2 \\
  W_1^+(p, t_1) & \text{if } t = (t_1, t_2) \in T_{E_1 \cap E_2} \\
  & \quad \text{and } p \in P_1 \\
  W_2^+(p, t_2) & \text{if } t = (t_1, t_2) \in T_{E_1 \cap E_2} \\
  & \quad \text{and } p \in P_2 \\
  0 & \text{otherwise}
\end{cases}
\]

- \( M_0 \in \mathbb{N}^{(P \times |T|)} \) maintains the respective initial markings of \( G_1 \) and \( G_2 \):

\[
M_0(p) = \begin{cases}
  M_{01}(p) & \text{if } p \in P_1 \\
  M_{02}(p) & \text{if } p \in P_2
\end{cases}
\]

- \( \ell : T \rightarrow E_1 \cup E_2 \) maintains the respective transition labels of \( G_1 \) and \( G_2 \), taking into account the merging of shared transitions:

\[
\ell(t) = \begin{cases}
  \ell_1(t) & \text{if } t \in T_{E_1 \setminus E_2} \\
  \ell_2(t) & \text{if } t \in T_{E_2 \setminus E_1} \\
  \ell_1(t_1) = \ell_2(t_2) & \text{if } t = (t_1, t_2) \in T_{E_1 \cap E_2}
\end{cases}
\]

Note that in our case, given that \( H \) represents a language specification for \( G \) to fulfill, the set of events of \( H \) is a subset of the set of events of \( G \), thus the sets of events of \( G \) and \( R = G \parallel H \) are the same set \( E \). Furthermore, by definition of parallel composition, \( \mathcal{L}(R) \) contains exactly the sequences in \( \mathcal{L}(G) \) that, when projected on the set of events of \( H \), are in \( \mathcal{L}(H) \). Using \( G \) and \( R \), the feedback loop depicted in Figure 1 is implemented as follows: at each step, \( G \) executes an event \( e \), according to the active events in its current state and the current enabled events by \( R \), evolving to a new marking. This event is then sent to the supervisor realization \( R \), which passively executes \( e \), also evolving to a new marking. The set of enabled events after the execution of \( e \) is the set of active events of \( R \) in the new marking. Thus, after the execution of a string \( s \in E^+ \), the set of enabled events for \( G \) is given by \( \Gamma_R(M_s) \). In addition to simplifying the implementation, the fact that we realize supervisors using the same formalism that we use to model the system models also gives us analysis benefits. These benefits stem from the fact that, for this case, \( \mathcal{L}(S/G) = \mathcal{L}(R) \), i.e., \( R \) also models the closed-loop behaviour of the system. Thus, we can use all the analysis techniques available for PNs to analyse the controlled system.

To finalize this section, we concretely state the problem of supervisor controllability.

**Problem 1.** Let \( G = (P_G, T_G, W_G^-, W_G^+, M_{G0}, E_G, \ell_G) \) and \( H = (P_H, T_H, W_H^-, W_H^+, M_{H0}, E_H, \ell_H) \) be deterministic PNs (\( G \) represents the system model and \( H \) the language specification), where \( E = E_G \cup E_H \) and \( E_H \subseteq E \). Let \( R = (P_R, T_R, W_R^-, W_R^+, M_{R0}, E_R, \ell_R) \) be the parallel composition of \( G \) and \( H \). Define a procedure to decide if \( R \) is a realization of a controllable supervisor for \( G \).

III. UNCONTROLLABLE MARKINGS REVISITED

To solve Problem 1, the notion of uncontrollable marking has been introduced as early as in [2], as the set of markings \( M \) for which an uncontrollable transition \( t = (t_G, t_H) \) in \( R \) is not
Definition 15 (Uncontrollable Markings). Let \( G \) and \( H \) be deterministic PNs and \( R = G \parallel H \). We define the set of uncontrollable markings as:

\[
\mathcal{M}_{uc} = \{ M \in \mathbb{N}[P_G] | \exists t_G \in T_{uc} \text{ such that for all } p \in P_G, M(p) \geq W_G^{-1}(p,t_G) \text{ and for all } t = (t_G, t_H) \in T_R \exists p \in P_H \text{ such that } M(p) < W_H^{-1}(p,t) \}\]

A marking \( M \) is uncontrollable if exists an uncontrollable transition \( t_G \) that is active in \( G \) by the projection of \( M \) to \( P_G \), but all the transitions created from \( t_G \) in \( R \), i.e., pairs in \( T_G \times T_H \) with the first component equal to \( t_G \), are not active in \( H \) by the projection of \( M \) to \( P_H \). Thus, the following proposition can be proven by a straightforward adaptation for the correct notion of uncontrollable markings of the proof of Theorem 1 in [4].

Proposition 1. Let \( G \) and \( H \) be two PNs, \( R = G \parallel H \) is a realization of a controllable supervisor for \( G \) if and only if none of the markings in \( \mathcal{M}_{uc} \) is reachable in \( R \).

Thus, to solve Problem 1, we need to define a procedure to check if an element of \( \mathcal{M}_{uc} \) is reachable in \( R \). To do that, we adapt the procedure given in [3], and represent \( \mathcal{M}_{uc} \) in terms of partially covering markings for a given marking \( M \).

Definition 16 (Partially Covering Markings). Let \( G \) be a PN, \( M \in \mathbb{N}[P], \) and \( P^= \subseteq P \). We define the set of partially covering markings as:

\[
\mathcal{J}(M, P^=) = \{ M' \in \mathbb{N}[P'] | M'(p) = M(p) \text{ for all } p \in P^= \text{ and } M'(p) \geq M(p) \text{ for all } p \in P \}
\]

The set \( \mathcal{J}(M, P^=) \) is the (infinite) set of markings which are equal to \( M \) for places in \( P^= \) and greater or equal than \( M \) for all other places. This set is a generalization of the set defined in [3], where \( P^= \) is a singleton. However, in spite of being a generalization, checking the reachability of an element in this set (of possibly infinite cardinality) is still decidable. To prove this, we provide a reduction to the reachability problem of a single marking, which is known to be decidable for general PNs [5].

Proposition 2. Let \( G \) be a PN, \( M \in \mathbb{N}[P], \) and \( P^= \subseteq P \). Checking if a marking in \( \mathcal{J}(M, P^=) \) is reachable in \( G \), i.e., \( \mathcal{B}(G) \cap \mathcal{J}(M, P^=) \neq \emptyset \) is decidable.

Proof. The proof of this proposition relies on a simple adaptation of the construction given in [3]. We will reduce the problem of determining if there exists a reachable marking in \( \mathcal{J}(M, P^=) \) to the problem of determining if a single marking is reachable in a modified net \( G' = (P', T', W', W^=, M_0) \), where:

- \( P' = P \cup \{ p_s, p_f \} \)

1Instead of considering a transition \((t_G, t_H) \in T_R\), one needs to consider, for a given \( t_G \in T_G \), the set \( \{(t_G, t_H) \in T_R | t_H \in T_H\} \).
• \( T' = T \cup \{T_f\} \cup T_{p,p'} \), where:
  \[
  T_{p,p'} = \{ t_p \mid p \in P \setminus P^= \}
  \]

• \( W' \) is such that:
  \[
  W'(p,t) = \begin{cases} 
  W^t(p,t) & \text{if } p \in P \text{ and } t \in T \\
  1 & \text{if } p = p_s \text{ and } t \in T \\
  1 & \text{if } p = p_f \text{ and } t = t_f \\
  M(p) & \text{if } p \in P^= \text{ and } t = t_f \\
  1 & \text{if } p \in P \setminus P^= \text{ and } t = t_p \\
  0 & \text{otherwise}
  \end{cases}
  \]

• \( W^+ \) is such that:
  \[
  W^+(p,t) = \begin{cases} 
  W^t(p,t) & \text{if } p \in P \text{ and } t \in T \\
  1 & \text{if } p = p_s \text{ and } t \in T \\
  1 & \text{if } p = p_f \text{ and } t = t_f \\
  0 & \text{if } p \in P^= \text{ and } t = t_f \\
  0 & \text{if } p \in P \setminus P^= \text{ and } t = t_p \\
  0 & \text{otherwise}
  \end{cases}
  \]

• \( M'_0 \) is such that:
  \[
  M'_0(p) = \begin{cases} 
  M_0(p) & \text{if } p \in P \\
  1 & \text{if } p = p_s \\
  0 & \text{if } p = p_f
  \end{cases}
  \]

We were redundant in the definition of \( W' \) and \( W^+ \) to facilitate understanding the construction, which is illustrated in Figure 4. We explain the structure added to \( G \) in words:

• Place \( p_s \) is self-looped with all transitions in \( T \).

• Transition \( t_f \) has \( p_s \) as an input place and \( p_f \) as an output place.

• Place \( p_f \) is self-looped with all transitions in \( \{t_p \mid p \in P \setminus P^=\} \).

• Each place \( p \) in \( P \setminus P^= \) is an input place of \( t_f \), with weight \( M(p) \).

• Each place \( p \) in \( P \setminus P^= \) is an input place of the corresponding transition \( t_p \), with weight \( 1 \).

The PN \( G' \) initially exactly mimics the behaviour of \( G \). When \( G' \) gets to a marking \( M' \) that covers \( M \) for places in \( P \setminus P^= \), \( t_f \) becomes active. After \( t_f \) fires, the behaviour of \( G' \) changes to emptying the places in \( P \setminus P^= \) by firing transitions in \( T_{p,p'} \). After all places in \( P \setminus P^= \) are emptied, a deadlocked marking \( M_d \) is reached. If \( M'_d(p) = M(p) \) for all \( p \in P^= \), then not only \( M'(p) \geq M(p) \) for all \( p \in P \setminus P^= \), but also \( M(p) = M'_d(p) \) for all \( p \in P^= \), i.e., \( M' \in \mathcal{R}(M,P^=) \). Thus, the reachability problem of a marking in \( \mathcal{R}(M,P^=) \) in \( G \) is equivalent to the reachability problem of \( M' \) in \( G' \), where:

\[
M'(p) = \begin{cases} 
M(p) & \text{if } p \in P^= \\
1 & \text{if } p = p_f \\
0 & \text{if } p \in P \setminus P^= \text{ or } p = p_s
\end{cases}
\]

\[
\square
\]

Definition 17. Let \( t_G \in T_G \). We define the set of transitions in \( H \) that will be synchronized with \( t_G \) as:

\[
T_H(t_G) = \{ t' \in T_H \mid \ell(t_G) = \ell(t') \}
\]

Definition 18. Let \( t_G \in T_G \) and \( T_H(t_G) = \{ t_1, \ldots, t_r \} \). We define the set of combinations of input places for the transitions of \( H \) that will be synchronized with \( t_G \) as:

\[
P_H(t_G) = \{ p \in P_H \mid W_H^t(p,t_1) > 0 \times \cdots \times \{ p \in P_H \mid W_H^t(p,t_r) > 0 \}
\]

Definition 19. Let \( t_G \in T_G \), \( T_H(t_G) = \{ t_1, \ldots, t_r \} \) and \( (p_1, \ldots, p_r) \in P_H(t_G) \). We define the set of bad \( k \)'s for \( t_G \) as:

\[
K(t_G,(p_1, \ldots, p_r)) = \{ (k_1, \ldots, k_r) \in \mathbb{N}^r \mid \text{for all } i,j = 1, \ldots, r, k_i < W_H^t(p_i,t_i) \text{ and if } p_i = p_j \text{ then } k_i = k_j \}
\]

The elements of \( K(t_G,(p_1, \ldots, p_r)) \) will be used to define partially covering markings where \( P^= = \{ p_1 \} \cup \cdots \cup \{ p_r \} \), thus it is necessary to enforce that if \( p_i = p_j \) then \( k_i = k_j \), so that the partially covering marking is well-defined.

Example 2. Figure 5 depicts a system model \( G(a) \), and a language specification \( H(b) \).

Following the definitions above, we have the following:

\[
\begin{align*}
T_H(t_G^1) &= \{ t_H^1, t_H^2 \} \\
P_H(t_G^1) &= \{ (p_H^1, p_H^2), (p_H^3, p_H^3) \}
\end{align*}
\]
Fig. 5. (a) A PN $G$, representing the system. (b) A PN $H$, representing the language specification.

• $K(t_G^1, (p_H^1, p_H^3)) = \{(0, 0), (1, 0)\}$ and $K(t_G^1, (p_H^3, p_H^3)) = \{(0, 0)\}$.

The set $K(t_G, (p_1, ...., p_r))$ represents all the possible combinations of tokens in the places $p_1, ...., p_r$ that will not make any of the transitions of $T_H(t_G)$ active. Thus, if $t_G$ is uncontrollable, a marking $M \in \mathcal{R}(R)$ where (i) $M(p) \geq W(p, t_G)$ for all $p \in P_G$ and (ii) there exists $(p_1, ..., p_r) \in P_H(t_G)$ and $(k_1, ..., k_r) \in K(t_G, (p_1, ..., p_r))$ such that $M(p_i) = k_i$ for all $i = 1, ..., r$, is an uncontrollable marking. From this reasoning, we have the following result, adapted from [3]:

**Proposition 3.** Problem 1 can be reduced to checking reachability of a finite union of partially covering markings.

**Proof.** To check controllability, we need to check if there exists a marking in $\mathcal{M}_{uc}$ which is reachable in $R = G \parallel H$. To do that, we note that $\mathcal{M}_{uc}$ can be represented by a finite union of sets of partially covering markings. Let $t_G \in T_{uc}$, $(p_1, ..., p_r) \in P_H(t_G)$ and $(k_1, ..., k_r) \in K(t_G, (p_1, ..., p_r))$, and consider the marking $M_{IG, (p_1, ..., p_r), (k_1, ..., k_r)}$, defined over $P_R$ as:

$$M_{IG, (p_1, ..., p_r), (k_1, ..., k_r)}(p) = \begin{cases} k_i & \text{if } p = p_i \text{ for some element } p_i \text{ of } (p_1, ..., p_r) \\ W_G(p, t_G) & \text{if } p \in P_G \\ 0 & \text{otherwise} \end{cases}$$

(26)

Note that $M_{IG, (p_1, ..., p_r), (k_1, ..., k_r)}$ is well-defined because $(k_1, ..., k_r) \in K(t_G, (p_1, ..., p_r))$, and we assume that members of $K(t_G, (p_1, ..., p_r))$ are such that if $p_i = p_j$, then $k_i = k_j$, for all $i, j \in \{1, ..., r\}$. Furthermore, as we previously discussed, the partially covering markings $\mathcal{S}(M_{IG, (p_1, ..., p_r), (k_1, ..., k_r)}; \{p_1\} \cup ... \cup \{p_r\})$ represent an infinite set of markings that are uncontrollable. Also, all the uncontrollable markings can be represented by partially covering markings, by going through all possible uncontrollable transitions $t_G \in T_{uc}$, all elements $(p_1, ..., p_r)$ of $P_H(t_G)$ and all elements $(k_1, ..., k_r)$ of $K(t_G, (p_1, ..., p_r))$. Thus, checking supervisor controllability is equivalent to checking that the following finite union of sets of partially covering markings is not reachable in $R$:

$$\bigcup_{t_G \in T_{uc}} \bigcup_{(p_1, ..., p_r) \in P_H(t_G)} \mathcal{S}(M_{IG, (p_1, ..., p_r), (k_1, ..., k_r)}; \{p_1\} \cup ... \cup \{p_r\})$$

(27)

This proposition gives us a procedure to check if a supervisor realized as a deterministic PN $R = G \parallel H$ is controllable: check reachability in $R$ for all the sets of partially covering markings in the finite union in equation (27). If one of them is reachable, then the supervisor is not controllable.

**IV. CONCLUSION**

In this work, we have shown that the notion of uncontrollable marking defined in [2] and used so far in SC theory of PNs is not sound, by means of a counter-example. We also presented a corrected definition and provided an adaptation for the corrected definition of the procedure given in [3] to check for controllability of deterministic PN supervisors.
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